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Abstract

Equivalent cross sections used in few-group nodal diffusion calculations are obtained through homogenization of fissile unit cells under infinite medium conditions. Reference reaction rates can be accurately reproduced in nodal calculations provided that these unit cells are surrounded by cells of the same type. Large heterogeneities, however, invalidate this approach and lead to cross section errors up to 15%. The spectral rehomogenization method, developed at AREVA NP, has provided adequate error reductions in calculations employing assembly-level homogenization by imposing cross section corrections based on spectrum variation reconstruction using nodal calculation output. In the present thesis the spectral rehomogenization method is validated and its feasibility assessed in two-group pin-by-pin nodal diffusion calculations. It is found that significant cross section error reductions can be achieved, as well as reductions in errors related to the pin power distribution. However, improvements to the method are necessary in highly heterogeneous media to ensure adequate error reductions in group cross sections associated with fast and epithermal neutrons. Additionally, large errors may be introduced as a consequence of inconsistencies in the present implementation.
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Nomenclature

**Roman characters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_f$</td>
<td>Fission emission spectrum coefficient</td>
</tr>
<tr>
<td>$c_{j,g}$</td>
<td>Leakage weighting coefficient</td>
</tr>
<tr>
<td>$D$</td>
<td>Diffusion coefficient</td>
</tr>
<tr>
<td>$E$</td>
<td>Energy</td>
</tr>
<tr>
<td>$f$</td>
<td>Discontinuity factor</td>
</tr>
<tr>
<td>$g$</td>
<td>Energy group</td>
</tr>
<tr>
<td>$h$</td>
<td>Homogenization coefficient</td>
</tr>
<tr>
<td>$H$</td>
<td>Heaviside function</td>
</tr>
<tr>
<td>$\vec{j}$</td>
<td>Angular neutron current density</td>
</tr>
<tr>
<td>$J$</td>
<td>Neutron current density</td>
</tr>
<tr>
<td>$k$</td>
<td>Node index</td>
</tr>
<tr>
<td>$k_{\text{eff}}$</td>
<td>Multiplication factor</td>
</tr>
<tr>
<td>$L$</td>
<td>Leakage rate</td>
</tr>
<tr>
<td>$n$</td>
<td>Neutron density</td>
</tr>
<tr>
<td>$N$</td>
<td>Nuclide density</td>
</tr>
<tr>
<td>$Q$</td>
<td>Rehomogenization basis function</td>
</tr>
<tr>
<td>$\vec{r}$</td>
<td>Spatial coordinate</td>
</tr>
<tr>
<td>$r_g$</td>
<td>Logarithmic energy group width</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$T$</td>
<td>Chebyshev polynomial</td>
</tr>
<tr>
<td>$u$</td>
<td>Pseudo-lethargy</td>
</tr>
<tr>
<td>$v$</td>
<td>Velocity</td>
</tr>
<tr>
<td>$\Delta V$</td>
<td>Control volume</td>
</tr>
<tr>
<td>$W$</td>
<td>Weighting function</td>
</tr>
</tbody>
</table>

**Greek characters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Nodal expansion coefficient</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Rehomogenization expansion coefficient</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Scattering angle cosine</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Number of neutrons produced per fission</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Nodal expansion leakage coefficient</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Microscopic cross section</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>Macroscopic cross section</td>
</tr>
<tr>
<td>$\tilde{\varphi}$</td>
<td>Angular neutron flux density</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Neutron flux density (unit normalization)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Neutron flux density</td>
</tr>
<tr>
<td>$\dot{\varphi}$</td>
<td>Neutron flux density (homogeneous)</td>
</tr>
<tr>
<td>$\ddot{\varphi}$</td>
<td>Neutron flux density (node-averaged)</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Fission neutron emission spectrum</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Nodal expansion basis function</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Solid angle</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Reactor core simulations play a vital role in the analysis of nuclear reactor behaviour. Such analysis includes the investigation and design of new reactor types and fuel loading patterns, safety assessments for performing experiments in research reactors and operation of power reactors, and routine analysis and optimization studies in existing reactors. Recent decades saw a rapid increase in computational capabilities at ever reducing cost. As a consequence, also the detailed computational study of nuclear reactor behaviour has become increasingly feasible.

Core simulations can be stochastic or deterministic, and both categories have their merits and drawbacks. Stochastic simulations, or Monte Carlo simulations, perform a pre-defined number of single particle simulations with randomized input variables. Monte Carlo simulations provide the possibility to solve complex problems without physical approximations or geometrical simplifications, but getting results with good precision requires a large number of samples [1]. Deterministic simulations are capable of producing approximate results, already at low cost, but the errors resulting from the approximations, on which the simulation relies, cannot be corrected simply through increasing the computational burden by spatial, angular or spectral refinement.

In deterministic methods reaction rate distributions are determined by finding the neutron flux density distribution in space, angle and energy. The category can be subdivided in transport and diffusion methods. Like their names suggest, methods in the former group find the neutron flux by solving the neutron transport balance equation, whereas diffusion methods solve an approximation to the transport equation called the neutron diffusion equation. The neutron transport and diffusion equations relate the rate of change of the neutron flux density in a control volume to the net neutron leakage rate and nuclear reaction rates in that volume.

Nuclear reaction rates scale with the neutron flux via macroscopic cross sections, specific to each reaction type and dependent on incident neutron energy, isotopic composition and density of the medium under consideration.

The macroscopic cross section is closely related to the microscopic cross section, which can be seen from a classical physics viewpoint as a target area for a particle to collide with in order to undergo a specific nuclear reaction. While in reality the probabilistic behaviour of neutron-nuclear interactions is more complicated, this operational definition is statistically adequate when a large number of neutrons and nuclei is considered [2].

Cross sections are elaborately dependent on the energy of the incident neutron, being subject to various energy dependence regimes in different regions, including resolved and unresolved resonant behaviour. A computational approach that attempts to capture all details of the energy dependence of cross sections for all materials present in the core requires a very fine energy meshing, employing several hundreds of energy meshes.

In addition, a nuclear reactor core is typically composed of several hundreds of fuel assemblies, each consisting again of several hundreds of fuel pins, absorber rods, detector arrays and water channels. Consequently the spatial cross section distribution, following the material distribution, is highly heterogeneous.

The detailed simulation of systems subject to these heterogeneities quickly becomes highly expensive, thus the development of computational schemes capable of accurately reproducing reaction rates at reduced computational costs is an active area of research.

Common reactor physics methods employ the spatial homogenization of cross sections to assembly-
or pin-level nodes and the collapsing to a few energy group structure (2 to 4 groups for water-moderated reactors [3]) via flux weighting to maintain reaction rates. The weighting fluxes used for these procedures commonly come from detailed transport calculations on a single pin cell or assembly at infinite medium conditions. This approach becomes invalidated when dealing with large spatial and spectral heterogeneity between cells, for example in the case of UO$_2$ fuel pins neighbouring MOX fuel pins or absorber rods. Homogenization methods to overcome this issue have long been the subject of extensive study.

Recent efforts by AREVA NP have attempted to reproduce these environmental effects by imposing spatial and spectral corrections to few-group cross sections that are obtained via flux-variation reconstruction using nodal data ([4], [5]). These rehomogenization methods have been demonstrated to be promising in the reduction of cross section and power errors in nodal diffusion calculations with assembly-sized meshes [6].

In these assembly-level calculations, mesh sizes are generally several times larger than the neutron mean free path, with environmental effects manifesting themselves mainly through variations on the spatial flux distribution and to a lesser extent on the neutron flux spectrum [3]. At the pin-by-pin level spectral effects are expected to dominate as the thermal neutron mean free path and the mesh size are of comparable length. The aforementioned rehomogenization methods should be studied at the pin-by-pin level separately, in order to account for the differences in behaviour of neutron diffusion processes between these length scales.

The objective of the present thesis is to validate and investigate the feasibility the spectral rehomogenization method in the framework of nodal diffusion calculations with pin-size meshes. The structure of the thesis is as follows: The framework of homogenization theory in neutron diffusion calculations is discussed in Chapter 2. Chapter 3 covers nodal methods, the rehomogenization method and the computational schemes applied in this research. In Chapter 4 the results of rehomogenization and reference calculations applied to pin checkerboard and assembly colorset configurations are discussed, of which the most important findings are summarized in Chapter 5.
Chapter 2

Neutron diffusion and homogenization theory

2.1 Neutron transport and cross sections

In deterministic methods reaction rates and reactor behaviour over time are calculated by finding the neutron flux density, a (scalar) quantity defined as:

\[ \tilde{\varphi}(\vec{r}, E, \hat{\Omega}, t) = v(E)n(\vec{r}, E, \hat{\Omega}, t), \quad (2.1) \]

where \( n \) is the density of neutrons at location \( \vec{r} \), flowing in the direction \( \hat{\Omega} \) with a kinetic energy \( E \), at time \( t \), and \( v \) is the speed of the neutrons [2]. A quantity closely related to the neutron flux density is the neutron current density vector, which is defined as:

\[ \vec{j}(\vec{r}, E, \hat{\Omega}, t) = \tilde{\varphi}(\vec{r}, E, \hat{\Omega}, t)\hat{\Omega} \quad (2.2) \]

The behaviour of the flux in an arbitrary volume \( \Delta V \) is governed by the Boltzmann neutron transport equation. In this equation the rate of change for the neutron flux density is determined by the balance between the following losses:

- the net rate at which neutrons leak away from the volume \( \Delta V \) through its outer surface \( \partial V \);
- the total reaction rate engaged in by neutrons with an energy \( E \) and with direction \( \hat{\Omega} \);

and the following gains:

- the rate at which neutrons scatter to \( E, \hat{\Omega} \) from the whole energy spectrum \( (0 < E < \infty) \) and from all angles \( (\hat{\Omega} \in 4\pi) \);
- the rate at which neutrons are released from nuclear fissions at an energy \( E \) and with direction \( \hat{\Omega} \), and
- an external source term \( s \).

These terms are mathematically formulated in equation (2.3), which is the volume-integrated neutron transport equation [2].

\[
\int_{\Delta V} \frac{1}{v(E)} \frac{\partial}{\partial t} \tilde{\varphi}(\vec{r}, E, \hat{\Omega}, t)d^3\vec{r} + \int_{\partial V} \vec{j}(\vec{r}, E, \hat{\Omega}, t) \cdot d^2\vec{S} \\
+ \int_{\Delta V} \Sigma_s(\vec{r}, E, \hat{\Omega}, t)\tilde{\varphi}(\vec{r}, E, \hat{\Omega}, t)d^3\vec{r} \\
= \int_{\Delta V} \int_{[0,\infty],[4\pi]} \Sigma_s(\vec{r}, E' \rightarrow E, \hat{\Omega}' \rightarrow \hat{\Omega}, t)\tilde{\varphi}(\vec{r}, E', \hat{\Omega}', t)dE'd\hat{\Omega}'d^3\vec{r} \\
+ \int_{\Delta V} \chi(\vec{r}, E, \hat{\Omega}, t) \int_{[0,\infty],[4\pi]} \nu\Sigma_f(\vec{r}, E', \hat{\Omega}', t)\tilde{\varphi}(\vec{r}, E', \hat{\Omega}', t)dE'd\hat{\Omega}'d^3\vec{r} \\
+ \int_{\Delta V} s(\vec{r}, E, \hat{\Omega}, t)d^3\vec{r} \quad (2.3)
\]
The symbol $\Sigma_q$ represents the macroscopic cross section for a reaction type $q$, a material parameter characterizing the probability that the neutron-nuclear interaction $q$ occurs, with units (cm$^{-1}$). It depends on the isotopic composition of the medium and the microscopic cross sections of the constituent nuclides in the following way:

$$\Sigma_q = \sum_i N_i \sigma_{q,i},$$

(2.4)

where $\sigma_{q,i}$ is the microscopic cross section, with units of barn $(1 \text{ b} = 10^{-24} \text{ cm}^2)$, for the reaction type $q$ of nuclide $i$, of which $N_i$ is the nuclide density with units (cm$^{-3}$) or ((bcm)$^{-1}$).

An example of the elaborate energy dependence of nuclear cross sections is illustrated in Figure 2.1.

![Figure 2.1](image)

Figure 2.1: Cross section energy dependence for gamma-emissive neutron capture in $^{238}\text{U}$ [7].

For the purpose of this thesis we limit ourselves to the time-independent criticality formulation of the Boltzmann equation. The criticality formulation describes the self-multiplicative behaviour of a nuclear reactor system in which the neutron population sustains itself, without external sources. This formulation reads:

$$\int_{\partial V} \langle \mathbf{j}(\mathbf{r}, E, \hat{\Omega}) \rangle \cdot d^2\hat{S} \bigg|_{\partial V} + \int_{\Delta V} \Sigma_t(\mathbf{r}, E, \hat{\Omega})\tilde{\varphi}(\mathbf{r}, E, \hat{\Omega}) d^3\mathbf{r}$$

$$= \int_{\Delta V} \int_{[0, \infty], 4\pi} \Sigma_s(\mathbf{r}, E', \hat{\Omega}' \rightarrow \hat{\Omega}) \tilde{\varphi}(\mathbf{r}, E', \hat{\Omega}') dE' d\hat{\Omega}' d^3\mathbf{r}$$

$$+ \frac{1}{k_{\text{eff}}} \int_{\Delta V} \chi(\mathbf{r}, E, \hat{\Omega}) \int_{[0, \infty], 4\pi} \nu \Sigma_f(\mathbf{r}, E', \hat{\Omega}') \tilde{\varphi}(\mathbf{r}, E', \hat{\Omega}') dE' d\hat{\Omega}' d^3\mathbf{r}$$

(2.5)

The solution to the criticality problem determines the flux $\tilde{\varphi}$, with arbitrary normalization that yields an additional degree of freedom, and the eigenvalue $k_{\text{eff}}$. Taking into account that scattering is not an actual source of neutrons, but rather draws neutrons from other energies, and thus gives a zero net contribution to the overall neutron population, it can be seen from equation (2.5) that:

$$k_{\text{eff}} = \frac{\text{production rate}}{\text{loss rate}}$$

(2.6)

This implies that $k_{\text{eff}}$ determines the time-dependent behaviour of a reactor in one of the following ways:
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\[ k_{\text{eff}} > 1 \quad \text{super-critical reactor} \quad \bar{\varphi} \text{ increases} \]
\[ k_{\text{eff}} = 1 \quad \text{critical reactor} \quad \bar{\varphi} \text{ is sustained} \]
\[ k_{\text{eff}} < 1 \quad \text{sub-critical reactor} \quad \bar{\varphi} \text{ decreases} \]

The first term in equation (2.5), the leakage term, can be rewritten to a volume integral using the divergence theorem:

\[ \oint_{\partial V} \vec{j}(\vec{r}, E, \hat{\Omega}) \cdot d^2\vec{S} = \int_{\Delta V} \nabla \cdot \vec{j}(\vec{r}, E, \hat{\Omega}) d^3\vec{r} \quad (2.7) \]

With every term now being an integral over the arbitrary volume \( \Delta V \), the equation can be simplified by removing the integral.

\[ \nabla \cdot \vec{j}(\vec{r}, E, \hat{\Omega}) + \Sigma_t(\vec{r}, E, \hat{\Omega}) \bar{\varphi}(\vec{r}, E, \hat{\Omega}) = \int_{[0, \infty], 4\pi} \Sigma_s(\vec{r}, E' \rightarrow E, \hat{\Omega}' \rightarrow \hat{\Omega}) \bar{\varphi}(\vec{r}, E', \hat{\Omega}') dE' d\hat{\Omega}' \quad (2.8) \]

Taking into account the identity

\[ \nabla \cdot (c\vec{x}) = c\nabla \cdot \vec{x} + \vec{x} \cdot \nabla c, \]

and noting that the solid angle \( \hat{\Omega} \) does not depend on \( \vec{r} \), substituting the definition of the current, equation (2.2), into equation (2.8) yields:

\[ \hat{\Omega} \cdot \nabla \bar{\varphi}(\vec{r}, E, \hat{\Omega}) + \Sigma_t(\vec{r}, E, \hat{\Omega}) \bar{\varphi}(\vec{r}, E, \hat{\Omega}) = \int_{[0, \infty], 4\pi} \Sigma_s(\vec{r}, E' \rightarrow E, \hat{\Omega}' \rightarrow \hat{\Omega}) \bar{\varphi}(\vec{r}, E', \hat{\Omega}') dE' d\hat{\Omega}' \quad (2.9) \]

It is clearly visible that the neutron transport equation is a first order differential equation. There are six degrees of freedom: three in space, one in energy and two in solid angle. Formulating an analytical solution to neutron transport problems is next to impossible, with possible exception of heavily simplified systems. Several deterministic strategies exist to solve the neutron transport equation numerically, such as the method of discrete ordinates and the collision probability method [3]. Such strategies, however, are usually computationally intensive.

2.2 Neutron diffusion theory

Often in reactor physics a detailed treatment of the angular dependence of the neutron flux is not necessary [2], and eliminating the angular dependence substantially reduces the computational burden. This can be done by employing the neutron continuity equation, which is the angle-independent form of the neutron transport equation. The neutron continuity equation requires an additional relation between the neutron flux and the neutron current, which is provided by the diffusion approximation. The neutron continuity equation and neutron diffusion theory are discussed in the present section.

The neutron continuity equation is derived by introducing the angle-integrated scalar flux \( \varphi \):

\[ \varphi(\vec{r}, E) = \int_{4\pi} \bar{\varphi}(\vec{r}, E, \hat{\Omega}) d\hat{\Omega}, \quad (2.10) \]

as well as the angle-integrated neutron current \( \vec{J} \):

\[ \vec{J}(\vec{r}, E) = \int_{4\pi} \vec{j}(\vec{r}, E, \hat{\Omega}) d\hat{\Omega}, \quad (2.11) \]
and asserting that the cross sections $\Sigma_t$ and $\Sigma_f$ are angle-independent and that the angular dependence of the scattering cross section $\Sigma_s$ is only influenced by the cosine of the scattering angle $\mu_0 = \hat{\Omega} \cdot \hat{\Omega}$. The latter of these assertions implies that \[2\]:

$$
\int_{4\pi} \Sigma_s(E' \rightarrow E, \hat{\Omega}' \rightarrow \hat{\Omega}) d\hat{\Omega} = 2\pi \int_{-1}^{+1} \Sigma_s(E' \rightarrow E, \mu_0) d\mu_0 = \Sigma_s(E' \rightarrow E) \quad (2.12)
$$

Incorporating above assertions into equation (2.8) yields the neutron continuity equation \[1\]:

$$
\nabla \cdot \vec{J}(\vec{r},E) + \Sigma_t(\vec{r},E) \phi(\vec{r},E) = \int_0^\infty \Sigma_s(\vec{r},E' \rightarrow E) \phi(\vec{r},E') dE' + \frac{1}{k_{\text{eff}}} \chi(\vec{r},E) \int_0^\infty \nu \Sigma_f(\vec{r},E') \phi(\vec{r},E') dE' \quad (2.13)
$$

Characteristic to diffusion theory is the diffusion approximation, which asserts that the neutron current $\vec{J}$ is proportional to the gradient of the flux $\phi$ by the following relation:

$$
\vec{J}(\vec{r},E) = -\frac{1}{3(\Sigma_t(\vec{r},E) - \bar{\mu}(\vec{r},E) \Sigma_s(\vec{r},E))} \nabla \phi(\vec{r},E), \quad (2.14)
$$

where the parameter $\bar{\mu}$ is the cosine of the average scattering angle \[1\]. The expression $\Sigma_t(\vec{r},E) - \bar{\mu}(\vec{r},E) \Sigma_s(\vec{r},E)$ in the denominator is usually abbreviated to $\Sigma_{tr}$ and is called the transport cross section. The proportionality constant between the neutron current density and the neutron flux density, $\frac{3 \Sigma_{tr}}{-1}$, is again abbreviated to $D$, which is called the diffusion coefficient. The proportionality relation in abbreviated form reads:

$$
\vec{J}(\vec{r},E) = -D(\vec{r},E) \nabla \phi(\vec{r},E) \quad (2.15)
$$

Equation (2.15) is commonly referred to as Fick’s Law. Substituting Fick’s Law into the leakage term in equation (2.13) yields:

$$
-\nabla \cdot D(\vec{r},E) \nabla \phi(\vec{r},E) + \Sigma_t(\vec{r},E) \phi(\vec{r},E) = \int_0^\infty \Sigma_s(\vec{r},E' \rightarrow E) \phi(\vec{r},E') dE' + \frac{1}{k_{\text{eff}}} \chi(\vec{r},E) \int_0^\infty \nu \Sigma_f(\vec{r},E') \phi(\vec{r},E') dE', \quad (2.16)
$$

which is the continuous energy neutron diffusion equation. Since the diffusion equation is of second order in space, the set of possible solutions is more limited than that of the first order neutron transport equation.

Diffusion theory relies on the following approximations:

- The angular neutron flux is only weakly dependent on angular variables, such that a linearization in angular variables is justified;
- The fission source term is isotropic in the LAB inertial frame;
- The anisotropic contribution to energy transfer through scattering is negligible, and
- The inverse neutron speed multiplied by the neutron current rate of change is small compared to the neutron flux gradient.

With coarse energy discretization, diffusion theory produces accurate results for near-homogeneous regions that are large compared to the neutron mean free path, with small flux gradients. Strongly absorbing or anisotropic scattering media will cause problems, as well as material interfaces with large density differences, such as vacuum boundaries \[1\].

### 2.3 Spatial and spectral discretization

The present study investigates cross section rehomogenization in the framework of multi-group nodal diffusion calculations. Multi-group methods rely on condensing continuous-energy neutron fluxes, currents and material and geometrical parameters to a small number of energy groups. As a convention, the energy group indices run from maximum to minimum energy, so that $E_0$ corresponds to the
maximum energy and \( E_G \) to the minimum energy, where \( G \) is the number of groups. This reflects the life cycle of the neutrons, that is, the fact that fission neutrons originate in the high-energy region and through several scattering events lose their kinetic energy until they are eventually absorbed in a resonance or in the low (thermal) energy region where they may cause a new fission event [2]. An energy group structure is illustrated in Figure 2.2. The group \( g \) comprises all energies between \( E_g \) and \( E_{g-1} \).

![Figure 2.2: An arbitrary energy group structure, where the lowest indices correspond to the highest energies.](image)

Spatial discretization in nodal methods may be performed to hexagonal or Cartesian geometry [8]. In the present thesis the geometry is discretized to Cartesian coordinates, as specifically pin-by-pin configurations reminiscent of pressurized water reactor core layouts are studied. The Cartesian spatial discretization is illustrated in two dimensions in Figure 2.3. Node \( k \) is the region defined by

\[
x_k - \frac{\Delta x_k}{2} \leq x \leq x_k + \frac{\Delta x_k}{2}, \quad y_k - \frac{\Delta y_k}{2} \leq y \leq y_k + \frac{\Delta y_k}{2}, \quad z_k - \frac{\Delta z_k}{2} \leq z \leq z_k + \frac{\Delta z_k}{2},
\]

and will be assumed to have spatially homogeneous cross sections and a uniform diffusion coefficient, as is convention in nodal methods.

![Figure 2.3: A 2D representation of the spatial discretization in Cartesian coordinates.](image)

### 2.4 Cross section homogenization
#### 2.4.1 General Equivalence Homogenization

In order to further develop an approximate solution to the diffusion problem, it is necessary that an equivalent problem be formulated based on the discretizations described in the previous section. This is done by writing an equation analogous to the diffusion equation, for energy group \( g \):

\[
\nabla \cdot \hat{J}_g(\vec{r}) + \Sigma_{t,g}(\vec{r})\hat{\phi}_g(\vec{r}) = \sum_{g' = 1}^{G} \Sigma_{s,g'\rightarrow g}(\vec{r})\hat{\phi}_{g'}(\vec{r}) + \frac{1}{k_{\text{eff}}} \sum_{g' = 1}^{G} \chi_{g'} \Sigma_{f,g'}(\vec{r})\hat{\phi}_{g'}(\vec{r}) \tag{2.17}
\]

Where the group flux \( \hat{\phi}_g \) for the homogeneous problem is defined as:

\[
\hat{\phi}_g(\vec{r}) = \int_{E_{g-1}}^{E_g} \hat{\phi}(\vec{r}, E)dE \tag{2.18}
\]
and the current satisfies Fick’s law:
\[ \tilde{J}_g(\vec{r}) = -\hat{D}_g(\vec{r})\nabla \hat{\phi}_g(\vec{r}) \]  
(2.19)

The hats above the quantities denote that the quantities relate to the homogeneous (equivalent) problem. Equivalence between the homogeneous and the heterogeneous solutions is achieved if reaction rates and surface currents are accurately preserved. For the total reaction rate in group \( g \) in the homogeneous node \( k \) this translates to:
\[ \hat{\Sigma}_{t,g}^{k} \int_{\Delta V_k} \hat{\phi}_g(\vec{r}) d^3\vec{r} = \int_{\Delta V_k} \int_{E_g}^{E_{g-1}} \Sigma_t(\vec{r}, E) \phi(\vec{r}, E) dE d^3\vec{r} \]  
(2.20)

For the scattering and fission reaction rates, the procedure is analogous:
\[ \hat{\Sigma}_{s,g}^{k} \int_{\Delta V_k} \hat{\phi}_g(\vec{r}) d^3\vec{r} = \int_{\Delta V_k} \int_{E_g}^{E_{g-1}} \Sigma_s(\vec{r}, E) \phi(\vec{r}, E) dE d^3\vec{r} \]  
(2.21)
\[ \chi_g \nu \hat{\Sigma}_{f,g}^{k} \int_{\Delta V_k} \hat{\phi}_g(\vec{r}) d^3\vec{r} = \int_{\Delta V_k} \int_{E_g}^{E_{g-1}} \chi(r, E) \nu \Sigma_f(\vec{r}, E) \phi(\vec{r}, E) dE d^3\vec{r} \]  
(2.22)

Using equations (2.20), (2.21) and (2.22), one can in principle determine the total, scattering and fission cross sections that preserve reaction rates, provided that the heterogeneous and homogeneous solutions are known. Preservation of the surface currents requires that, for every surface \( l \) of node \( k \):
\[ \hat{D}_g^{k} \int_{S_l^k} \nabla \phi_g(\vec{r}) \cdot d^2\vec{S} = - \int_{E_g}^{E_{g-1}} \int_{S_l^k} \tilde{J}(\vec{r}, E) \cdot d^2\vec{S} dE \]  
(2.23)

In addition to the heterogeneous and homogeneous fluxes not being known beforehand, another complication is that the above condition must be satisfied for all surfaces \( l \) of node \( k \) simultaneously. Imposing continuity of the neutron fluxes and currents along node interfaces, there is an insufficient number of degrees of freedom remaining to permit this.

The surface current paradox was first resolved in 1978 by Koebke’s Equivalence Theory [9], which formed the basis for Smith’s 1980 General Equivalence Theory (GET) ([10], [11]).

The common approach for homogenizing cross sections relies on the assertion that the neutron flux distributions (both homogeneous and heterogeneous) in the unit cell under infinite medium conditions - that is, in an infinite lattice of identical unit cells - only weakly deviate from their respective distributions in the cell under actual environmental conditions.
\[ \phi(\vec{r}, E) \approx \phi^\infty(\vec{r}, E) \]  
(2.24a)
\[ \hat{\phi}(\vec{r}, E) \approx \hat{\phi}^\infty(\vec{r}, E) \]  
(2.24b)

The fluxes \( \phi^\infty \) and \( \hat{\phi}^\infty \) can be found by solving the neutron transport equation for the unit cell, for example a fuel pin or a quarter assembly, with reflective boundary conditions on all sides to simulate the infinite medium environment. By using infinite medium flux-weighting, often good approximations can be made for the nuclear reaction rates.

In addition to the infinite medium approximation, the node-average flux distribution is asserted to be preserved between the heterogeneous and homogeneous problems, so that the flux integral on the LHS of equations (2.20),(2.21) and (2.22) is approximated by:
\[ \int_{\Delta V_k} \hat{\phi}_g(\vec{r}) d^3\vec{r} \approx \int_{\Delta V_k} \phi_g(\vec{r}) d^3\vec{r} \approx \int_{\Delta V_k} \int_{E_g}^{E_{g-1}} \phi^\infty(\vec{r}, E) dE d^3\vec{r} \]  
(2.25)

This leads to the general approximation of the cross sections as:
\[ \Sigma_{q,k}^g = \frac{\int_{\Delta V_k} \int_{E_g}^{E_{g-1}} \Sigma_q(\vec{r}, E) \phi^\infty(\vec{r}, E) dE d^3\vec{r}}{\int_{\Delta V_k} \int_{E_g}^{E_{g-1}} \phi^\infty(\vec{r}, E) dE d^3\vec{r}} \]  
(2.26)
The preservation of the surface currents is achieved by introducing new degrees of freedom, using which the flux continuity condition at the interface \( k, x^+ \) is replaced by the condition:

\[
f^k_{g,x^+} \phi^k_{g,x^+} = f^{k+1}_{g,x^+} \phi^{k+1}_{g,x^+}
\]

(2.27)

where the **discontinuity factor** \( f^k_{g,x^\pm} \) is defined as the surface-averaged heterogeneous flux divided by the homogeneous flux:

\[
f^k_{g,x^\pm} = \frac{\phi^k_{g,x^\pm}}{\phi^k_{g,x^\pm}}
\]

(2.28)

The subscripts \( x^\pm \) denote surface averaging at the interfaces delimiting the node in the \( x \) dimension, that is:

\[
\phi^k_{g,x^\pm} = \frac{1}{\Delta y_k \Delta z_k} \int_{z_k - \Delta z_k/2}^{z_k + \Delta z_k/2} \int_{y_k - \Delta y_k/2}^{y_k + \Delta y_k/2} \phi^k_g(x_k, y, z) dy dz
\]

(2.29a)

\[
\phi^k_{g,x^\pm} = \frac{1}{\Delta y_k \Delta z_k} \int_{z_k - \Delta z_k/2}^{z_k + \Delta z_k/2} \int_{y_k - \Delta y_k/2}^{y_k + \Delta y_k/2} \phi^k_g(x_k, y, z) dy dz
\]

(2.29b)

These discontinuity factors, like the nuclear cross sections, can be approximated using the result of the infinite medium calculation. A clear illustration of the flux discontinuity condition in one dimension is provided in Smith’s 1986 paper [11], and is here displayed in Figure 2.4.

![Figure 2.4: A one dimensional representation of the flux continuity condition. \( \Phi \) and \( \hat{\Phi} \) denote the heterogeneous and homogeneous medium fluxes respectively [11].](image)

Several weighting strategies exist for determining the homogenized diffusion coefficient [3]. In the present thesis it is derived from the flux-volume weighted transport cross section \( \Sigma_{tr} \) that is obtained via the outscatter approximation [12], following the procedure of equation (2.26).

Other homogenization strategies have been developed for pin-by-pin geometries, such as the SPH method ([13], [14]) and more recently the ISH method [15]. The present thesis focuses on GET homogenization, as discussed above.

Cross section homogenization is commonly performed in extensive branch calculations that simulate cells under various combinations of state parameters [16]. Input parameters for core calculations may be interpolated on the cross section libraries resulting from these branch calculations [5]. This forms the first (off-line) step of the common two-step approach in nodal core calculations.

### 2.4.2 Pin-by-pin and assembly homogenization

Historically the focus of homogenization methods has been in the framework of assembly-size meshing. It has been only in recent decades, when computational capabilities have increased, that calculations based on pin-by-pin meshing have become feasible. Since in pin-by-pin meshing the mesh size is smaller than the typical thermal neutron mean free path \( (\Sigma_{t,th})^{-1} \), the streaming term becomes more dominant. Inter-nodal leakages are typically stronger than in assembly level meshing-based calculations.

The pin-by-pin meshing limits the validity of the diffusion approximation, due to the reliance of the latter on large near-homogeneous regions. To this end, researchers have expressed interest in low-order transport approximations, such as \( S3P \), in which some angular dependence is preserved ([17], [18]).
Pin-by-pin meshing allows for reactor core calculations to high spatial detail without additional pin-power reconstruction schemes, as used in calculations with assembly-level meshing [11]. Additionally, the application of a nodal expansion method to pin-by-pin calculations is optional but not necessary. A nodal expansion method for SP\textsubscript{3} transport calculations with pin-level meshing has been applied successfully in [17].

On the other hand pin-by-pin calculations are computationally more demanding than assembly level calculations, as a vastly larger number of nodes is required to model identical systems. Furthermore, pin-by-pin calculations deal with larger heterogeneity between nodes, leading to stronger spectral effects from the environment, than in the case of assembly-sized nodes. Such spectral effects are typically smoothed out over several mean free path-lengths in calculations with assembly-level meshing.

It is shown in [19] that homogenization effects in neutron transport calculations are small in cores fueled heterogeneously with UO\textsubscript{2} and MOX assemblies, but larger power variations occur in and near Gd-loaded rods. In [13] it is demonstrated that GET outperforms the SPH homogenization approach in terms of power error reduction, albeit at a higher computational cost.

A fuel assembly homogenized to $2 \times 2$ nodes per pin is shown in Figure 2.5.

2.5 Rehomogenization

In the homogenization process, the flux approximation by the infinite medium flux is acceptable, provided that the unit cell exists in an environment of largely similar cells, but loses its validity when the unit cell is in a heterogeneous environment, when the zero net current boundary conditions are invalidated by strong flux gradients. Examples of such heterogeneities are UO\textsubscript{2} fuel rods next to a guide tube, a burnable absorber rod, or near an interface with an assembly containing MOX fuel. It should be noted that these heterogeneities in the environment affect the local flux distribution both spatially and spectrally. For instance, a fuel rod neighbouring a strong thermal neutron absorber, such as a gadolinium rod, will experience a hardened neutron spectrum and a lowered thermal group flux near the heterogeneous interface, with respect to the infinite medium case.

Methods have been developed earlier to address the limited validity of infinite-medium homogenization in a heterogeneous environment [20]. In any such method it is necessary to incorporate environmental data into the definition of the homogenized cross sections.

The present thesis focuses on the spectral rehomogenization method developed at AREVA NP, in which spectral corrections are applied on-line to the homogenized material properties, based on nodal calculation output and homogenization parameters prepared off-line.

The method was first presented in a paper by Dall’Osso, Tomatis and Du in 2010 [5], based on the Migration Mode Method (MMM), which posed an alternative to the multi-group approach [21]. A spatial rehomogenization method had been presented earlier [4]. The spectral and spatial rehomogenization methods were formalized into a consistent theoretical framework, along with a burnup-dependent correction, by Gamarino et al. in 2016 [6].
2.5.1 Homogenization defect

The homogenization defect modelled in [6] discerns between the infinite medium and environmental cross sections as shown in equations (2.30) and (2.31). As PWR core calculations generally adopt only one depletion history, aside from considering flux differences, it is also necessary to discern between the continuous cross section distributions $\Sigma_q^\infty$ and $\Sigma_q^{env}$.

\[
\hat{\Sigma}_{q,g}^{k,\infty} = \int_{\Delta V_k} \int_{E_g} E_{g-1} \Sigma_q^\infty(\vec{r},E)\phi^\infty(\vec{r},E)dEd\vec{r} \\
\int_{\Delta V_k} \int_{E_g} E_{g-1} \phi^\infty(\vec{r},E)dEd\vec{r} 
\]

Equation (2.30)

\[
\hat{\Sigma}_{q,g}^{k,env} = \int_{\Delta V_k} \int_{E_g} E_{g-1} \Sigma_q^{env}(\vec{r},E)\phi^{env}(\vec{r},E)dEd\vec{r} \\
\int_{\Delta V_k} \int_{E_g} E_{g-1} \phi^{env}(\vec{r},E)dEd\vec{r} 
\]

Equation (2.31)

The average flux values in the numerators and denominators cancel out in equations (2.30) and (2.31). Cross sections collapsed using differently normalized weighting fluxes are therefore equivalent to the cross sections in these equations. We define the node-average flux $\bar{\phi}_q^k$ for group $g$ in node $k$ as follows:

\[
\Delta V_k \bar{\phi}_q^k = \int_{\Delta V_k} \int_{E_g} E_{g-1} \phi^{env}(\vec{r},E)dEd\vec{r} 
\]

Equation (2.32)

Furthermore we introduce the flux variation as the difference between the environmental flux spatial and energy distribution and the infinite-medium distribution, whilst maintaining the node-average flux, as follows:

\[
\delta\phi(\vec{r},E) = \bar{\phi}_q^k \delta\varphi(\vec{r},E) = \bar{\phi}_q^k(\varphi^{env}(\vec{r},E) - \varphi^\infty(\vec{r},E)) 
\]

Equation (2.33)

Where $\varphi$ are the environmental and infinite-medium flux distributions normalized such that $\int_{\Delta V_k} \int_{E_g} E_{g-1} \varphi d\vec{r}dE = 1$. We further define the cross section variation $\delta\Sigma_q$ as follows:

\[
\delta\Sigma_q(\vec{r},E) = \Sigma_q^{env}(\vec{r},E) - \Sigma_q^\infty(\vec{r},E) 
\]

Equation (2.34)

The following expression can then be achieved for the environmental homogeneous cross section:

\[
\hat{\Sigma}_{q,g}^{k,env} = \frac{1}{\Delta V_k \bar{\phi}_q^k} \int_{\Delta V_k} \int_{E_g} E_{g-1} \Sigma_q^\infty(\vec{r},E)\bar{\phi}_q^k \varphi^\infty(\vec{r},E) \\
+ \Sigma_q^\infty(\vec{r},E)\delta\phi(\vec{r},E) + \delta\Sigma_q(\vec{r},E)\phi^{env}(\vec{r},E)dEd^3\vec{r} 
\]

Equation (2.35)

which can be condensed to:

\[
\hat{\Sigma}_{q,g}^{k,env} = \hat{\Sigma}_{q,g}^{k,\infty} + \delta\hat{\Sigma}_{q,g}^{k,(s)} + \delta\hat{\Sigma}_{q,g}^{k,(x)} 
\]

Equation (2.36)

The terms in equation (2.36) correspond to the flux-volume-averaged, group-integrated terms of the integrand in equation (2.35). They represent, in order of appearance:

- The cross section homogenized in infinite-medium conditions,
- The homogenization defect corresponding to the spatial and spectral flux variations between the environmental and infinite-medium conditions, and
- The homogenization defect corresponding to the cross section variation as a result of intra-nodal burnup differences.

The present thesis considers zero burnup configurations only. Consequently the burnup-related homogenization defect is disregarded.

In [6] it is demonstrated that the flux variation homogenization defect:

\[
\delta\hat{\Sigma}_{q,g}^{k,(r)} = \frac{1}{\Delta V_k \bar{\phi}_q^k} \int_{\Delta V_k} \int_{E_g} E_{g-1} \Sigma_q^\infty(\vec{r},E)\delta\phi(\vec{r},E)dEd^3\vec{r} 
\]

Equation (2.37)
can be approximated by the sum of a spatial, a spectral and a cross term:

$$\delta \Sigma_{q,g}^{k,(r)} \approx \delta \Sigma_{q,g}^{k,\text{spat}} + \delta \Sigma_{q,g}^{k,\text{spec}} + \delta \Sigma_{q,g}^{k,\text{cross}},$$  \hspace{1cm} (2.38)

where the spatial and spectral cross section corrections correspond to those defined in [4] and [5] respectively. For the spectral correction, that is:

$$\delta \Sigma_{q,g}^{k,\text{spec}} = \frac{1}{\bar{\phi}_{k}^{q,G}} \int_{E_{m,G}}^{E_{p,G}} \Sigma_{q,g}^{k,\infty}(E) \delta \phi_{k}^{q,G}(E) dE$$ \hspace{1cm} (2.39)

Where $\Sigma_{q,g}^{k,\infty}(E)$ is the spatially homogenized infinite medium cross section and $\delta \phi_{k}^{q}(E)$ is the spectrum variation. The spectral rehomogenization method consists of the reconstruction of this spectrum variation using only information from the nodal calculation and from cross section libraries that have been prepared prior to the nodal calculation.

To this end a lethargy-like variable $u$ is introduced, defined as:

$$u = \log \frac{E}{E_{m,G}},$$  \hspace{1cm} (2.40)

where $G$ refers to the group index for the macro-group structure applied in this thesis. $E_{p,G}$ and $E_{m,G}$ refer to the maximum and minimum energy boundary of macro-group $G$ respectively. At the lower and upper bounds of each macro-group, the pseudo-lethargy $u$ attains a value of 0 or 1, respectively. The quantity $\frac{E_{p,G}}{E_{m,G}} = r_{G}$ is the logarithmic width of the $G$-th macro-group.

The macro-group structure in the present thesis is defined by:

$$E_{p1} = 20.0 \text{ MeV}, \quad E_{m1} = 0.625 \text{ eV}$$
$$E_{p2} = 0.625 \text{ eV}, \quad E_{m2} = 1.00 \cdot 10^{-5} \text{ eV}$$

The definition of the spectral cross section correction translates to:

$$\delta \Sigma_{q,G}^{k,\text{spec}} = \frac{1}{\bar{\phi}_{G}^{k}} \int_{0}^{1} \Sigma_{q,G}^{k,\infty}(u) \delta \phi_{G}^{k}(u) du$$ \hspace{1cm} (2.41)

Where $\delta \phi_{G}^{k}(u)$ is now the spectrum variation per unit lethargy. The notation includes both $G$ for the macro-group and $u$ corresponding to (in principle) a continuous energy variable or a micro-group as is the case in the present thesis.

### 2.5.2 Spectrum variation reconstruction

In order to maintain the node-average flux values from the core calculation, the average value of $\delta \phi_{G}^{k}$ must be zero for all $k$ and all $G$.

$$\int_{0}^{1} \delta \phi_{G}^{k}(u) du = 0$$  \hspace{1cm} (2.42)

The reconstruction of the spectrum variation in the rehomogenization method starts by expansion of the spectrum variation in the $G$-th group in $N_{Q,G}$ basis functions [5]:

$$\delta \phi_{G}^{k}(u) = \sum_{i=1}^{N_{Q,G}} \beta_{i,G}^{k} Q_{i,G}(u)$$ \hspace{1cm} (2.43)

By defining an integral:

$$h_{V,q,i,0,G} = \int_{0}^{1} \Sigma_{q,G}^{k,\infty}(u) Q_{i,G}(u) du,$$  \hspace{1cm} (2.44)

the following expression for the spectral cross section correction can be obtained:

$$\delta \Sigma_{q,G}^{k,\text{spec}} = \frac{1}{\bar{\phi}_{G}^{k}} \sum_{i=1}^{N_{Q,G}} \beta_{i,G}^{k} h_{V,q,i,0,G}$$ \hspace{1cm} (2.45)
The subscript $V$ in $h_{V,q,i,j,G}$ denotes that the term is the result of the cross section homogenization on a component of the spectrum variation. The spectral cross section correction becomes a superposition of these integrals, of which the calculation requires only infinite medium data and knowledge of pre-defined trial and weighting functions. Details of the numerical implementation of this model will be further discussed in the following chapter.
Chapter 3
Computational approach

In this chapter the computational methodology of the present thesis will be discussed. A coarse-mesh finite difference scheme, extended by the nodal expansion method (CMFD+NEM), is applied. This will be discussed in the first section of this chapter. The second section covers the spectrum variation reconstruction and cross section rehomogenization procedure. An in-house code, developed at TU Delft, is used to solve the diffusion problem with rehomogenized cross sections. This will be discussed in the third section, as well as the detailed heterogeneous transport calculations with reference to which the errors of the calculations performed in this work are determined.

3.1 Nodal diffusion method

Nodal extensions to finite difference methods have long been standard in neutronics calculations in which the spatial discretization takes place at the assembly level, due to their potential to substantially reduce the errors in reaction rates at low computational cost [8]. The application of nodal methods at the pin-by-pin level is a more recent development, having been enabled by the vast increase in computational power in recent decades [17].

We use the spatially continuous multi-group diffusion equation as the starting point for the fine mesh finite difference approach:

\[ \nabla \cdot J_g(\vec{r}) + \Sigma_{t,g}(\vec{r})\phi_g(\vec{r}) = Q_g(\vec{r}), \] 

(3.1)

where we have, for the sake of readability, condensed the source term to \( Q_g(\vec{r}) \):

\[ Q_g(\vec{r}) = \sum_{g'=1}^{G} \Sigma_{s,g'\to g}(\vec{r})\phi_{g'}(\vec{r}) + \chi_g(\vec{r}) \frac{k_{eff}}{G} \sum_{g'=1}^{G} \nu \Sigma_{f,g'}(\vec{r})\phi_{g'}(\vec{r}), \] 

(3.2)

Equation (3.1) is averaged over the node volume \( \Delta V_k \) to obtain (via the divergence theorem):

\[ \frac{1}{\Delta V_k} \oint_{\partial V_k} J_g(\vec{r}) \cdot d^2\vec{S} + \Sigma_{t,g}^k \bar{\phi}_g^k = \bar{Q}_g^k, \] 

(3.3)

where \( \bar{\phi}_g^k \) is the node-average flux, defined as:

\[ \bar{\phi}_g^k = \frac{1}{\Delta V_k} \int_{\Delta V_k} \phi_g(\vec{r})d^3\vec{r}, \] 

(3.4)

The leakage term of equation (3.3) is written out as:

\[ \frac{1}{\Delta V_k} \oint_{\partial V_k} J_g(\vec{r}) \cdot d^2\vec{S} = \frac{1}{\Delta x_k \Delta y_k \Delta z_k} \left[(J_{g,x+}^k - J_{g,x-}^k)\Delta y_k \Delta z_k + (J_{g,y+}^k - J_{g,y-}^k)\Delta x_k \Delta z_k + (J_{g,z+}^k - J_{g,z-}^k)\Delta x_k \Delta y_k\right] \] 

\[ = \frac{J_{g,x+}^k - J_{g,x-}^k}{\Delta x_k} + \frac{J_{g,y+}^k - J_{g,y-}^k}{\Delta y_k} + \frac{J_{g,z+}^k - J_{g,z-}^k}{\Delta z_k} \] 

(3.5)
In which the surface integrated interface currents are defined as:

$$J^k_{g,x\pm} = \int_{y_k-\Delta y_k/2}^{y_k+\Delta y_k/2} \int_{z_k-\Delta z_k/2}^{z_k+\Delta z_k/2} J^k_g(x_k \pm \frac{\Delta x_k}{2}, y, z) \cdot \hat{d}y \, dz \quad (3.6)$$

in the $x$-direction. In the $y$ and $z$ directions similar definitions apply.

The rewritten leakage term of equation (3.5) is substituted into equation (3.3) to obtain:

$$\frac{J^k_{g,x+} - J^k_{g,x-}}{\Delta x_k} = \frac{J^k_{g,y+} - J^k_{g,y-}}{\Delta y_k} + \frac{J^k_{g,z+} - J^k_{g,z-}}{\Delta z_k} + \Sigma_{t,g} \bar{\phi}_g = \bar{Q}^k_g, \quad (3.7)$$

where now Fick’s law is applied to express the surface currents in terms of the node average fluxes. Fick’s law yields the following approximation for the current in the $x$ direction:

$$J^k_{g,x+} \approx -D^k_{NC,g,x+} \frac{\bar{\phi}^k_{g,+1} - \bar{\phi}^k_g}{\Delta x_k} \quad (3.8a)$$

$$J^k_{g,x-} \approx -D^k_{NC,g,x-} \frac{\bar{\phi}^k_g - \bar{\phi}^k_{g,-1}}{\Delta x_k} \quad (3.8b)$$

The quantity $D^k_{NC,g,x\pm}$ is the coupled diffusion coefficient [22], which is the harmonic average of the diffusion coefficients:

$$D^k_{NC,g,x\pm} = \frac{\Delta x_k + \Delta x_{k\pm1}}{\Delta x_k^2 + \Delta x_{k\pm1}^2} \quad (3.9)$$

In equations (3.8) and (3.9) specifically, the node indexing $k \pm 1$ is associated with the translation along the $x$ direction. The currents and coupling coefficients in the $y$ and $z$ directions are found analogously.

The result of the spatial discretization and node coupling is a linear system of $N \times G$ equations, where $N$ is the number of nodes and $G$ is the number of energy groups, to which $(k_{\text{eff}}, \bar{\phi})$ is the solution. A typical numerical solution approach iterates the leakage, total removal and scattering source terms while keeping the fission source term constant. After convergence or after a fixed number of iterations the fission source and $k_{\text{eff}}$ are updated in an outer iteration. This cycle is repeated until $k_{\text{eff}}$ has converged.

This finite difference scheme, however, limits the detail to which the spatial flux distribution can be determined. This is especially troublesome in calculations employing coarse meshing, for example at the assembly level. Additionally no consideration is given to the interface flux discontinuity condition discussed in section 2.4. As a result the scheme is not able to accurately predict surface currents and reaction rates. To this end a nodal method is introduced, in which the flux profiles are expanded in a number of basis functions.

The nodal method which will be applied in the present thesis is the Nodal Expansion Method (NEM), in which the flux profiles are expanded in a set of polynomial functions [8]. Like most other nodal methods, the NEM is based on one-dimensional equations derived by integrating the three-dimensional diffusion equation over the two dimensions transverse to the dimension considered [8]. In the $x$-direction, the transverse integrated diffusion equation reads:

$$\frac{d}{dx} J_{g,x}(x) + \Sigma_{t,g} \phi_{g,x}(x) + \frac{1}{\Delta y_k} L^k_{g,y}(x) + \frac{1}{\Delta z_k} L^k_{g,z}(x) = Q^k_{g,x}(x), \quad (3.10)$$

where the one-dimensional current scales to the continuous gradient of the one-dimensional flux:

$$J^k_{g,x}(x) = -D^k_g \frac{d}{dx} \bar{\phi}^k_{g,x}(x) \quad (3.11)$$

The transverse integrated flux is defined as:
CHAPTER 3. COMPUTATIONAL APPROACH

\[ \phi_{g,x}^k(x) = \frac{1}{\Delta y_k \Delta z_k} \int_{x_k-\Delta x_k/2}^{x_k+\Delta x_k/2} \int_{y_k-\Delta y_k/2}^{y_k+\Delta y_k/2} \phi_g(x, y, z) dy \, dz \]  
(3.12)

and the transverse leakage rates are:

\[ L_{g,y}^k(x) = \frac{1}{\Delta z_k} \int_{x_k-\Delta x_k/2}^{x_k+\Delta x_k/2} [J_{g,y}^k(x, z) - J_{g,y}^k(x, z)] \, dz \]  
(3.13a)

\[ L_{g,z}^k(x) = \frac{1}{\Delta y_k} \int_{y_k-\Delta y_k/2}^{y_k+\Delta y_k/2} [J_{g,z}^k(x, y) - J_{g,z}^k(x, y)] \, dy \]  
(3.13b)

The one-dimensional fluxes, currents and leakages depend on the three-dimensional flux and current distributions, of which the exact profiles are unknown. In the Nodal Expansion Method, the one-dimensional fluxes are instead approximated by an expansion in a set of \( N_F \) polynomial basis functions:

\[ \phi_{g,x}^k(x) \approx \phi_g^k \psi_0(x) + \sum_{n=1}^{N_F} \alpha_{g,x,n}^k \psi_n^k(x), \]  
(3.14)

where \( \phi_g^k \) is the node-average flux. In this thesis \( N_F \) will be restricted to 4. The basis functions for this expansion read:

\[ \psi_0^k(x) = 1 \]  
(3.15a)

\[ \psi_1^k(x) = \frac{x}{\Delta x_k} \]  
(3.15b)

\[ \psi_2^k(x) = 3\left(\frac{x}{\Delta x_k}\right)^2 - \frac{1}{4} \]  
(3.15c)

\[ \psi_3^k(x) = \left(\frac{x}{\Delta x_k}\right)\left(\frac{x}{\Delta x_k} - \frac{1}{4}\right) + \frac{1}{2} \]  
(3.15d)

\[ \psi_4^k(x) = \left(\frac{x}{\Delta x_k}\right)^2 - \frac{1}{20}\left(\frac{x}{\Delta x_k} - \frac{1}{4}\right) + \frac{1}{2} \]  
(3.15e)

The transverse leakage \( L_{g,y}^k(x) \) is expanded up to second order:

\[ L_{g,y}^k(x) = L_{g,y}^k + \rho_{g,y,1}^k \psi_1^k(x) + \rho_{g,y,2}^k \psi_2^k(x), \]  
(3.16)

In which the node-average y-direction leakage rate suffices the following relation with the surface average currents:

\[ L_{g,y}^k = \frac{1}{\Delta x_k} \int_{x_k-\Delta x_k/2}^{x_k+\Delta x_k/2} L_{g,y}^k(x) \, dx = J_{g,y}^k - \bar{J}_{g,y} \]  
(3.17)

and the coefficients \( \rho \) are such that, assuming that \( L_{g,y}^k(x) \) extends over the nodes \( k - 1, k, k + 1 \), integrating equation (3.16) over the nodes \( k - 1 \) and \( k + 1 \) yields the average leakages \( L_{g,y}^{k-1} \) and \( L_{g,y}^{k+1} \) respectively [8].

The leakage relation, equation (3.17), shows that the expansion coefficients along the different directions must be related across dimensions. Consequently the nodal expansion along three dimensions leads, including the node-average flux \( \phi_g^k \), to a problem with \( 3N_F + 1 \) unknowns, and thus \( 3N_F + 1 \) equations must be found to close the problem for each group on each node.

The first 6 equations, 2 per direction, come from the flux discontinuity and current continuity requirements. In the \( x \) direction, that is:

\[ f_{g,x}^k \phi_{g,x}^k(x_k - \frac{\Delta x_k}{2}) = f_{g,x}^{k-1} \phi_{g,x}^{k-1}(x_{k-1} + \frac{\Delta x_{k-1}}{2}) \]  
(3.18)

\[ J_{g,x}^k(x_k - \frac{\Delta x_k}{2}) = J_{g,x}^{k-1}(x_{k-1} + \frac{\Delta x_{k-1}}{2}) \]  
(3.19)
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The continuity relations along the y and z directions follow analogous equations. Another \(3(N_F - 2)\) equations are provided by applying a weighted residual method to the transverse integrated diffusion equation. In the present case that means two per direction. For \(n = 1, 2\):

\[
\langle \psi^k_n(x), \frac{d}{dx} J_{g,x}^k(x) \rangle + \sum_{t,y}^k \phi_{g,x,n}^k + \frac{1}{\Delta y_k} L_{g,y,x,n}^k + \frac{1}{\Delta z_k} L_{g,z,x,n}^k = Q_{g,x,n}^k
\]

where the weighted residual moments of the flux, leakage rates and sources are defined as:

\[
\begin{align*}
\phi_{g,x,n}^k &= \langle \psi^k_n(x), \psi^k_n(x) \rangle \quad (3.21a) \\
L_{g,y,x,n}^k &= \langle \psi^k_n(x), L_{g,y}^k(x) \rangle \quad (3.21b) \\
L_{g,z,x,n}^k &= \langle \psi^k_n(x), L_{g,z}^k(x) \rangle \quad (3.21c) \\
Q_{g,y,x,n}^k &= \langle \psi^k_n(x), Q_{g,z}^k(x) \rangle \quad (3.21d)
\end{align*}
\]

The inner product of \(\psi^k_n\) and any function \(\zeta\), in turn, is defined here as:

\[
\langle \psi^k_n(x), \zeta(x) \rangle = \int_{x_k - \Delta x_k/2}^{x_k + \Delta x_k/2} \psi^k_n(x) \zeta(x) dx
\]

Again, the \(y\) and \(z\) corrolaries follow from applying analogous procedures.

The final equation relating the node-average flux and the expansion coefficients is the node-averaged diffusion equation, equation (3.7). The closed problem is a linear one of, in this case, 13 unknowns. Such a problem can easily be solved directly.

The solution to the nodal problem is applied to the finite difference method in the form of a correction to the coupled diffusion coefficient \(D_{N,C,g,x,n}^{k,NEM}\), which is defined such that it satisfies the relation:

\[
\begin{align*}
\dot{j}_{g,NEM}^{k,x+} &= -D_{N,C,g,x+}^{k,FDM} \frac{\phi^k_g + \phi^{k+1}_g}{2} + D_{N,C,g,x+}^{k,NEM} \frac{\phi^k_g + \phi^{k+1}_g}{2} + \frac{\Delta x_k}{2} \frac{\phi^k_g + \phi^{k+1}_g}{2} + \frac{\Delta x_k}{2} \frac{\phi^k_g + \phi^{k+1}_g}{2} \quad (3.23a) \\
\dot{j}_{g,NEM}^{k,x-} &= -D_{N,C,g,x-}^{k,FDM} \frac{\phi^k_g + \phi^{k+1}_g}{2} + D_{N,C,g,x-}^{k,NEM} \frac{\phi^k_g + \phi^{k+1}_g}{2} + \frac{\Delta x_k}{2} \frac{\phi^k_g + \phi^{k+1}_g}{2} + \frac{\Delta x_k}{2} \frac{\phi^k_g + \phi^{k+1}_g}{2} \quad (3.23b)
\end{align*}
\]

Where \(\dot{j}_{g,NEM}^{k,x}\) is the neutron current following from the nodal solution. Subsequent finite difference iterations employ the corrected coupled diffusion coefficient from the most recent nodal update by equating the finite difference current \(J_{g,FDM}^k\) to the right hand side of equation (3.23). Before any nodal correction is applied, the coupled diffusion coefficient correction is zero, thereby rendering equation (3.23) equal to the finite difference relation expressed in equation (3.8) [22]. A nodal update, an update of the correction to the coupling relation, may be performed after an outer iteration.

3.2 Rehomogenization method

3.2.1 Spectrum variation coefficients

As shown in equation (2.43) in the previous chapter, the rehomogenization involves the expansion of the spectrum variation in a finite number of basis functions. This expansion, like the nodal expansion, requires additional equations in order to solve for all unknowns. Similarly, a weighted residual technique is used, applied over the neutron lethargy balance equation, which reads [16]:

\[
L_G^k(u) + \sum_{g' = 1}^{N_G} \int_0^{\Sigma_{g,G'}} \phi_G^{env,k}(u) d\Sigma_{g,G'} + \frac{\Sigma_{g,G}}{k_{eff}} \phi_G^{env,k}(u) [du'] = \frac{\nu G(u)}{k_{eff}} [du']
\]

Here \(L_G^k(u)\) is the leakage rate for pseudo-lethargy \(u\).
The spectrum variation expansion is substituted into equation (3.24) and the equation is weighted by a set of \( N_{Q,G} \) weighting functions \( W_{j,G}(u) \). For readability the superscript \( k \) indicating the node is dropped. The weighted equations are of the form:

\[
c_{j,G} \bar{L}_G + h_{R,t,j,G} \bar{\phi}_G + \sum_{i=1}^{N_{Q,G}} h_{V,t,i,j,G} \beta_{i,G} = \sum_{G'=1}^{N_G} (h_{R,s,j,G' \rightarrow G} \bar{\phi}_{G'} + \sum_{i=1}^{N_{Q,G}} h_{V,s,i,G' \rightarrow G} \beta_{i,G'}) + \chi_{j,G} \text{eff} \sum_{G'=1}^{N_G} (h_{R,f,j,G' \rightarrow G} \bar{\phi}_{G'} + \sum_{i=1}^{N_{Q,G}} h_{V,f,i,G' \rightarrow G} \beta_{i,G'}) \\
+ \chi_{j,G} \frac{N_{Q,G}}{\text{eff}} \sum_{G'=1}^{N_G} h_{R,f,j,G' \rightarrow G} \bar{\phi}_{G'} + \sum_{i=1}^{N_{Q,G}} h_{V,f,i,G' \rightarrow G} \beta_{i,G'}
\]

(3.25)

Where the following definitions apply for the rehomogenization parameters corresponding to the neutron leakage and fission emission spectrum:

\[
c_{j,G} = \frac{1}{\bar{L}_G} \int_0^1 W_{j,G}(u)L_G(u)du,
\]

(3.26a)

\[
\chi_{j,G} = \int_0^1 W_{j,G}(u)\chi_G(u)du,
\]

(3.26b)

The reference infinite medium homogenization coefficients \( h_R \) are:

\[
h_{R,t,j,G} = \frac{1}{\phi_G} \int_0^1 W_{j,G}(u)\Sigma_{t,G}(u)\phi_G^\infty(u)du,
\]

(3.27a)

\[
h_{R,s,j,G' \rightarrow G} = \frac{1}{\phi_{G'}} \int_0^1 W_{j,G}(u) \int_0^1 \Sigma_{s,G' \rightarrow G}(u' \rightarrow u)\phi_{G'}^\infty(u')du'du,
\]

(3.27b)

\[
h_{R,f,G} = \frac{1}{\phi_G} \int_0^1 \nu \Sigma_{f,G}(u)\phi_G^\infty(u)du,
\]

(3.27c)

and the variational homogenization coefficients \( h_V \) are:

\[
h_{V,t,i,j,G} = \int_0^1 W_{j,G}(u)\Sigma_{t,G}(u)Q_{i,G}(u)du,
\]

(3.28a)

\[
h_{V,s,i,j,G' \rightarrow G} = \int_0^1 W_{j,G}(u) \int_0^1 \Sigma_{s,G' \rightarrow G}(u' \rightarrow u)Q_{i,G'}(u')du'du,
\]

(3.28b)

\[
h_{V,f,i,G} = \int_0^1 \nu \Sigma_{f,G}(u)Q_{i,G}(u)du.
\]

(3.28c)

The homogenization parameters defined in equations , and are calculated off-line at the cross section library level. Only the (locally linear) rehomogenization problem, equation (3.25), is solved on-line. Due to the local nature of this problem, this procedure may be parallelized [16].

In an earlier implementation by Dall’Osso et al. continuity of the flux spectrum and its first derivative was imposed at the energy boundary [5], but has been disregarded due to instability. All relations between rehomogenization coefficients are residual equations.

The closed linear system of \( \sum_{G=1}^{N_G} N_{Q,G} \) residual equations and unknowns is set up and solved independently for each node, to obtain the expansion coefficients \( \beta_{i,G} \). Subsequently, the spectrum variation is calculated using equation (2.43) and the spectral correction to the cross sections by equation (2.45). The coefficient \( h_{V,q,i,G} \) in (2.44) is the result of weighting the cross section expansion integrals with the function \( W_{0,G} = 1 \).

### 3.2.2 Basis functions and weighting functions

The accuracy of the spectrum reconstruction depends on the set of basis functions chosen for the rehomogenization. This thesis adopts a standard number of basis functions of 4 per group.
The diffusion and rehomogenization problems are solved in a two-group framework, i.e. $N_G = 2$, where the energy boundary is located at $E_{p2} = E_{m1} = 0.625\text{ eV}$. For the numerical implementation the full energy domain is truncated at the low and high ends at $10^{-5}\text{ eV}$ and $20\text{ MeV}$ respectively. Fast and epithermal neutrons, predominantly subject to down-scattering, self-scattering and resonance absorption, are located in group $G = 1$, whereas neutrons in group $G = 2$ are subject mostly to self-scattering and thermal absorption, but to an almost negligible extent to upscattering. The neutrons in the latter group are predominant in inducing fission events.

Results from earlier studies have shown local extreme values in the spectrum variation at high energies ([5], [6], [16]). Consequently the migration mode modelled after the fission emission spectrum is used, since the emission spectrum is weakly affected by the environment.

$$
\chi(E) = \sqrt{E} \exp(-a_f E)
$$

where $a_f = 0.776$ [23]. The average of the fission emission spectrum is:

$$
\chi_{\text{avg}} = \int_0^\infty \chi(E) dE = \frac{\sqrt{\pi}}{2a_f^{3/2}}
$$

In order to satisfy equation (2.42) regardless of the closed problem posed in the previous subsection, it is required that the average value over the whole group is zero for all basis functions. Therefore the average value of the fission emission spectrum is subtracted to obtain the definite basis function in the pseudo-lethargy domain:

$$
Q_{1,1}(u) = (E_{1-})^{3/2} e^{a_f E_{1-} r_1^*} \log r_1 (v_1^u)^{3/2} - \chi_{\text{avg}}
$$

Where $r_1 = \frac{E_{p1}}{E_{m1}}$ is the logarithmic width of the fast group.

The other basis functions in the fast group are modelled after Chebyshev polynomials, which obey the following regime:

$$
T_0(u) = 1
$$
$$
T_1(u) = u
$$
$$
T_i(u) = 2uT_{i-1}(u) - T_{i-2}(u) \quad i \geq 2
$$

While the standard number of basis functions is 4, an expansion with functions modelled after Chebyshev polynomials can in principle be continued indefinitely. The basis functions based on the Chebyshev polynomials must have zero average values as well, leading to the following expressions:

$$
Q_{2,1}(u) = u - \frac{1}{2}
$$
$$
Q_{3,1}(u) = 2u^2 - \frac{2}{3}
$$
$$
Q_{4,1}(u) = 4u^3 - 3u + \frac{1}{2}
$$

The basis functions in the thermal region are zero averaged Chebyshev polynomials as well, albeit on a subinterval $u \in [b, 1]$, with $b > 0$.

$$
Q_{1,2}(u) = H(u - b)(\frac{u - b}{1 - b} - \frac{1}{2})
$$
$$
Q_{2,2}(u) = H(u - b)(2(\frac{u - b}{1 - b})^2 - \frac{2}{3})
$$
$$
Q_{3,2}(u) = H(u - b)(4(\frac{u - b}{1 - b})^3 - 3(\frac{u - b}{1 - b}) + \frac{1}{2})
$$
$$
Q_{4,2}(u) = H(u - b)(8(\frac{u - b}{1 - b})^4 - 8(\frac{u - b}{1 - b})^2 + \frac{16}{15})
$$
$H(u - b)$ is the Heaviside function which attains unit value for $u > b$ and zero elsewhere. The subinterval approach is chosen in compliance with earlier studies that showed a negligible spectrum variation in the lower thermal region for various cases ([5], [6]). The value for $b$ used in the energy group structure of the current thesis is 0.5165, which corresponds to a neutron energy of $3 \cdot 10^{-3}$ eV. The residual equations are obtained by weighting the neutron lethargy balance equation with the basis functions themselves, rather than a separate set of test functions (Galerkin weighting).

3.3 Computational implementation

3.3.1 Reference environmental calculations

Reference environmental data for cross sections, reaction rates and the multiplication factor are obtained from the TRITON-NEWT sequence of the SCALE code system. First a cross section library is prepared based on ENDF/B-VII.1 for input isotopic compositions and temperatures. Processing of these cross sections involves 1D resonance self-shielding calculations using the multiregion approach of the CENTRM and PMC modules of SCALE. Subsequently a 2D lattice transport criticality calculation is performed on a checkerboard configuration of fuel pins or assemblies, with reflective boundary conditions in a fine energy group structure with 252 groups. The transport calculation is performed using the NEWT discrete ordinates module in $S_6$ quadrature. Using the flux distribution from the transport calculation the cross sections are homogenized to a four-nodes-per-pin mesh and collapsed to the two energy group structure. Detailed descriptions of the SCALE sequences can be found in the SCALE manual [12].

The configurations for which the rehomogenization assessment is performed are described below.

Pin checkerboards

Infinite checkerboard patterns of two fuel pin types provide possible test cases with a simple heterogeneity, as opposed to assembly colorsets where the heterogeneity is more complex. Performing rehomogenization calculations on these configurations serves a multitude of purposes: validation of the rehomogenization basis functions, base error estimation and parametric study. Whereas in realistic layouts, where heterogeneities occur mostly at the assembly interface, spectral effects can effectively be smoothed out over several unit cell lengths, this is not the case in checkerboard configurations. Consequently spectral effects are more severe. A simple example is a checkerboard of UO$_2$ fuel pins, alternating between two different enrichments. In this example the degree of heterogeneity can be described by a single metric; the fuel enrichment. The checkerboard configuration is illustrated in Figure 3.1.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{checkerboard.png}
\caption{The pin checkerboard configuration. Both colors correspond to a specific pin type. Reflective boundary conditions apply on all sides.}
\end{figure}

Assembly colorsets

The assembly colorset provides a more realistic configuration, that is, one that closely resembles a possible configuration in a real pressurized water reactor. Using this configuration an actual assessment can be made regarding the suitability of the spectral rehomogenization method for pin-by-pin nodal diffusion calculations. In order to maintain simplicity the zirconium grid spacers and water
gaps that separate respectively the fuel pins and assemblies in real core configurations are ignored, since, although their contribution is not negligible near the assembly interface, they only weakly affect the neutronics compared to inter-pin heterogeneities. A sample colorset configuration is illustrated in Figure 3.2.

![Figure 3.2: Example of an assembly colorset, a checkerboard configuration of fuel assemblies. Reflective boundary conditions apply on all sides.](image)

### 3.3.2 Infinite-medium cross sections and discontinuity factors

Unit cell infinite-medium data are computed using the same sequences of the SCALE package as those that yield the reference environmental data. The NEWT $S_6$ discrete ordinates problem is solved for a quarter-cell, thereby exploiting the unit cell symmetry. The broad-group collapsed cross sections and discontinuity factors are input to the nodal calculation. The non-collapsed fine group cross sections are used for the off-line calculation of rehomogenization parameters defined in equations (3.2.1), (3.2.1) and (3.2.1).

The quarter-cell infinite medium homogenization cannot be employed for unit cells which contain no fissile material, such as water rods and burnable absorbers, since a non-zero infinite medium flux is needed as a weighting function. Instead these cells are homogenized following a transport calculation in a configuration of $3 \times 3$ cells, where the non-fissile cell is surrounded by the most common fuel cell in the corresponding assembly. Such a configuration is displayed in Figure 3.3. The $3 \times 3$ configuration is chosen since it maintains the three pin spacing between the water rods located near the center of the $17 \times 17$ UOX fuel assembly. Cross sections for water rods have been obtained and compared with data from a single assembly calculation at infinite medium conditions, the results of which are reported in Appendix A. The deviations of the $3 \times 3$ cross sections from the assembly data turn out to be of comparable magnitude to those of the fuel pins.

![Figure 3.3: An example of the $3 \times 3$ configuration used to obtain homogenized data for cells containing no fissile material. In this particular example a water channel is homogenized in an environment of UO$_2$ fuel rods. Reflective boundary conditions apply on all sides.](image)
3.3.3 Nodal calculations and rehomogenization

For the nodal diffusion calculations and the rehomogenization of cross sections a TU Delft in-house code, BRISINGR, is used.

This solver collects input infinite medium cross sections from the AMPX libraries supplied by the SCALE output, as well as the discontinuity factors. The rehomogenization coefficients are calculated using the fine-group cross section data from SCALE and input basis functions. After setting up the geometry, the code solves the fixed fission source problem iteratively via a Krylov subspace method. Subsequently the eigenvalue is re-evaluated, a correction to the nodal coupling is determined following the NEM solution and a new cycle of inner iterations begins. This double iteration cycle is repeated until convergence of the eigenvalue.

A third iterative cycle is introduced in which equations (3.25) are solved using the solution to the nodal calculation, leading to determination of the expansion coefficients $\beta_{k_i g}$. These are used to calculate the spectral corrections $\delta\Sigma_{k_i g}^q$, which along with the infinite-medium cross sections are input to a new nodal calculation. The iteration of nodal calculations with rehomogenization updates goes on until the eigenvalue has also converged in the rehomogenization problem. Iterations between nodal updates and rehomogenization can be nested in thermal-hydraulic feedback updates in industrial calculations \cite{16}. Consequently costs from iterating the nodal calculation are amortized. BRISINGR yields output fluxes, multiplication factor and corrected cross sections.

The above procedure is visualized in Figure 3.4.

![General flow diagram of the rehomogenization method, including the three-cycle iterative scheme.](image)

In the present thesis the leakage lethargy distributions $L_k^g(u)$, required to constitute the weighted residual rehomogenization problem, are assumed to be known. As such, they are taken as input from the fine-group reference environmental calculation output. The results consequently represent an idealized outlook on the rehomogenization method, in which it is assumed that the leakage lethargy shapes can be perfectly reconstructed. A model describing the leakage lethargy shape using only nodal diffusion data is currently under development at TU Delft (\cite{6}, \cite{16}).
Chapter 4

Results

4.1 Base error estimation

Before being able to assess the results of the calculations performed in this thesis it is necessary to obtain an order-of-magnitude estimation of the base errors, that is, the errors in integral parameters and cross sections that cannot be attributed to homogenization defects. To this end we present the results of a pin checkerboard configuration of 1.80 % enriched UO$_2$ cells with identical neighbours. In principle the cross section errors and therefore the cross section corrections should be zero, since this checkerboard pattern is physically equivalent to the infinite lattice of 1.80 % UO$_2$ cells. The deviation of these errors and corrections from zero thus provide ballpark uncertainty estimations for errors from other calculations. They should be sufficiently small compared to the errors from subsequent calculations to confirm the significance of the latter.

Aside from the reference environmental transport calculation, the following calculations are performed:

- A standard pin-by-pin nodal diffusion calculation, with no cross section correction ($a$),
- A nodal calculation with fourth order rehomogenization in both the fast and thermal group ($b$),
- A nodal calculation with correction of the cross sections using the reference spectrum variations ($c$), and
- A nodal calculation using reference environmental cross sections ($d$).

From these calculations the following results are compared:

- the deviation from the reference multiplication factor in pcm
- the deviation from the reference fission power in %
- the deviation from the reference cross sections, $\Sigma_t, \Sigma_a, \nu\Sigma_f, \Sigma_{s,g\neq g'}, \Sigma_{s,g=g'}$, in %

The results are presented in Tables 4.1, 4.2 and 4.3.

Table 4.1: Pin-by-pin cross section base error estimates for absorption, nu-fission reactions and total of reactions.

<table>
<thead>
<tr>
<th>$UO_2$ 1.8 %</th>
<th>$\Sigma_{a,1}$</th>
<th>$\Sigma_{a,2}$</th>
<th>$\nu\Sigma_{f,1}$</th>
<th>$\nu\Sigma_{f,2}$</th>
<th>$\Sigma_{t,1}$</th>
<th>$\Sigma_{t,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference [cm$^{-1}$]</td>
<td>0.00967</td>
<td>0.0743</td>
<td>0.00538</td>
<td>0.0920</td>
<td>0.540</td>
<td>1.26</td>
</tr>
<tr>
<td>Simulation</td>
<td>Error %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No rehom. ($a$)</td>
<td>0.000164</td>
<td>0.000030</td>
<td>-0.00482</td>
<td>0.000032</td>
<td>-0.000519</td>
<td>0.000047</td>
</tr>
<tr>
<td>Spec. rehom. ($b$)</td>
<td>-0.00377</td>
<td>-0.000182</td>
<td>-0.00686</td>
<td>-0.000187</td>
<td>-0.00142</td>
<td>-0.000165</td>
</tr>
<tr>
<td>$\Sigma$ corr. with ref. $\delta\phi$ ($c$)</td>
<td>-0.000306</td>
<td>0.000068</td>
<td>-0.00535</td>
<td>0.000070</td>
<td>-0.000626</td>
<td>-0.000029</td>
</tr>
</tbody>
</table>

(a)
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Table 4.2: Base error estimates for scattering cross sections.

<table>
<thead>
<tr>
<th>$UO_2$ 1.8 %</th>
<th>$\Sigma_{s,1\rightarrow 1}$</th>
<th>$\Sigma_{s,1\rightarrow 2}$</th>
<th>$\Sigma_{s,2\rightarrow 1}$</th>
<th>$\Sigma_{s,2\rightarrow 2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference [cm$^{-1}$]</td>
<td>0.514</td>
<td>0.0166</td>
<td>0.00143</td>
<td>1.19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rehom. (a)</td>
<td>0.000116</td>
</tr>
<tr>
<td>Spec. rehom. (b)</td>
<td>-0.000832</td>
</tr>
<tr>
<td>$\Sigma$ corr. with ref. $\delta\phi$ (c)</td>
<td>-0.000249</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison of multiplication factor and fission power distribution errors.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta k_{eff}$ [pcm]</th>
<th>$\Delta P_{avg}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rehom. (a)</td>
<td>-9.78</td>
<td>$&lt; 10^{-5}$ (abs)</td>
</tr>
<tr>
<td>Spec. rehom. (b)</td>
<td>-9.85</td>
<td>$&lt; 10^{-5}$ (abs)</td>
</tr>
<tr>
<td>$\Sigma$ corr. with ref. $\delta\phi$ (c)</td>
<td>-9.74</td>
<td>$&lt; 10^{-5}$ (abs)</td>
</tr>
<tr>
<td>Ref. env. $\Sigma$ (d)</td>
<td>-15.1</td>
<td>$&lt; 10^{-5}$ (abs)</td>
</tr>
</tbody>
</table>

The errors presented in Tables 4.1 and 4.2 for calculation (a) present mainly the consistency of the SCALE lattice transport calculations. It can also be seen that, while strictly speaking the absolute value of the cross section errors increases after rehomogenization, they remain small compared to typical cross section errors which are in the order of several percents. The errors on the integral parameters suggest that a $k_{eff}$ error increase or reduction of several tens of pcm may not be significant, and that pin-by-pin nodal calculations with infinite medium cross sections lead to very small fission power errors with respect to the analogous refined lattice transport calculations.

4.2 Validation in pin checkerboard configurations

The approach to the basis functions defined in subsection 3.2.2 has been validated for cross section rehomogenization at the assembly level [6], but not at the pin-by-pin level.

Before proceeding with rehomogenization in colorset configurations, the choice of basis functions must be validated by confirming that the reference spectrum variation can be adequately reconstructed by rehomogenization using these basis functions and by evaluating the reduction of the errors in cross section, reaction rates and multiplication factor for some test cases.

4.2.1 Checkerboard of 1.80 % and 3.10 % $UO_2$ pins

As a first test case we consider a pin checkerboard configuration of $UO_2$ fuel cells with 1.80 % enrichment neighbouring 3.10 % enriched $UO_2$ cells, displayed schematically in Figure 4.1. A detailed description of the material compositions and geometrical parameters for this configuration is given in Appendix B.1.1.

Figure 4.1: Schematic layout of the 1.80% and 3.10% $UO_2$ pin checkerboard.
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From the rehomogenization calculation with a fourth-order expansion \((b)\) on the checkerboard configuration of 1.80 % and 3.10 % UO\(_2\) pin cells we plot the spectrum variation reconstruction, that is, the approximation of:

\[
\delta \phi^k_G(u)[\%] = 100\% \frac{\phi^w_{env,k}(u) - \bar{\phi}^k_G(u)}{\bar{\phi}^k_G(u)},
\]  

in Figure 4.2.

The rehomogenization expansion seems to be well able to follow the general trends of the flux energy dependence, both in the fast and thermal group. However, there are some substantial deviations from the reference environmental spectrum variation in the epithermal range and in the fission emission range. It seems reasonable that the expansion is unable to reconstruct the edged behaviour around \(u = 0.75\) in the fast group, from the limitations of fourth order expansion in general.

The thermal spectrum in the 1.80 % UO\(_2\) cell is hardened by the excess thermalized neutrons flowing in from the 3.10 % cell, with reference spectrum variation locally exceeding 20 % of the node-average flux. Conversely the 3.10 % cell experiences a softened thermal spectrum due to leakages into the 1.80 % cell, which has a slightly smaller absorption cross section, but also substantially fewer fission events are induced here.

Spectrum variations in the fast macro-group are of smaller magnitude, due to streaming playing a more dominant role over absorption, leading to smaller flux gradients. The fission emission spectrum correlates to the thermal flux softening, as a strong negative correlation exists between incident neutron energy and fission cross section in the thermal region.

The effect of the spectrum variation reconstruction on the group cross sections depends also on the infinite medium cross sections for the reactions considered. In Figures 4.3 and 4.4 the infinite medium cross sections for absorption and fission neutron production are displayed for both cell types.

Qualitatively speaking, in the 1.80 % cell the rehomogenization spectrum variation in the thermal group is zero from \(u = 0\) until \(u \approx 0.5\), then negative until \(u \approx 0.9\) and then positive until \(u = 1\). The corresponding infinite medium absorption cross section lethargy distribution decreases as it approaches \(u = 1\). The cross section in the lethargy region corresponding to the positive spectrum

---

Figure 4.2: Reference spectrum variation and its reconstruction from the solution of the rehomogenization problem, for both cell types of the 1.80% / 3.10% UO\(_2\) pin checkerboard configuration.
variation is small compared to the cross section in the region corresponding to negative spectrum variation. For the 3.10 % cell, the opposite is the case. From this we predict (intuitively) that the cross section correction will be negative for the former and positive for the latter. In the fast group the global behaviour cannot be predicted in this way, due to the many resonances and overall more irregular behaviour. We can predict however that the magnitude of the cross section corrections must be substantially smaller than those in the thermal group. Furthermore we can see that the cross section behaviour in the fast group is mainly dependent on these resonances, and predict that a better reconstruction of the spectrum variation in the epithermal region will lead to a more accurate correction on the absorption and fission neutron production group cross sections, shown in Table 4.4.

Table 4.4: Spectral cross section changes with respect to the infinite medium values (%) using the rehomogenization spectrum variation, for the absorption and fission neutron production cross sections in the 1.80 % / 3.10 % $\text{UO}_2$ pin checkerboard.

<table>
<thead>
<tr>
<th></th>
<th>$\delta\Sigma^\text{(spec)}_{a,1}$ (%)</th>
<th>$\delta\Sigma^\text{(spec)}_{a,2}$ (%)</th>
<th>$\delta\nu\Sigma^\text{(spec)}_{f,1}$ (%)</th>
<th>$\delta\nu\Sigma^\text{(spec)}_{f,2}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{UO}_2$ 1.80 %</td>
<td>0.0131</td>
<td>-2.25</td>
<td>-0.357</td>
<td>-2.34</td>
</tr>
<tr>
<td>$\text{UO}_2$ 3.10 %</td>
<td>-0.0175</td>
<td>2.14</td>
<td>0.267</td>
<td>2.20</td>
</tr>
</tbody>
</table>

Figure 4.3: Infinite medium absorption cross section lethargy profile for both cell types of the 1.80% / 3.10% $\text{UO}_2$ pin checkerboard configuration.
Figure 4.4: Infinite medium fission neutron production cross section lethargy profile for both cell types of the 1.80% / 3.10% UO$_2$ pin checkerboard configuration.

Nevertheless, the spectral rehomogenization method, as can be seen in Tables 4.5 and 4.6, shows promising results regarding the reduction of the cross section errors, specifically in the thermal group, where the spectrum variation reconstruction is more accurate. However, a slight overcorrection is visible in the thermal group in both cell types. This seems predominantly caused by the spectrum variation overestimation (in absolute terms) in the region specified by (approximately) 0.65 < $u$ < 0.75. A more accurate spectrum reconstruction would lead to better cross section corrections in the fast group as well, as discussed above for the absorption and nu-fission cross sections and as shown by calculation (c).

Table 4.5: Pin-by-pin cross section errors (%), for the absorption and nu-fission reactions and the total of reactions, for the 1.80 % / 3.10 % UO$_2$ pin checkerboard configurations

<table>
<thead>
<tr>
<th>UO$_2$ 1.8%</th>
<th>$\Sigma_{a,1}$</th>
<th>$\Sigma_{a,2}$</th>
<th>$\nu\Sigma_{f,1}$</th>
<th>$\nu\Sigma_{f,2}$</th>
<th>$\Sigma_{t,1}$</th>
<th>$\Sigma_{t,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference [cm$^{-1}$]</td>
<td>0.00960</td>
<td>0.0728</td>
<td>0.00528</td>
<td>0.0901</td>
<td>0.541</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Simulation | Error % |
---|---|
No rehom. (a) | 0.644 | 2.06 | 1.96 | 2.22 | -0.101 | 0.970 |
Spec. rehom. (b) | 0.657 | -0.229 | 1.60 | -0.175 | 0.102 | -0.264 |
$\Sigma$ corr. with ref. $\delta\phi$ (c) | 0.272 | 0.128 | 1.08 | 0.215 | 0.0277 | -0.0598 |

---

<table>
<thead>
<tr>
<th>UO$_2$ 3.1%</th>
<th>$\Sigma_{a,1}$</th>
<th>$\Sigma_{a,2}$</th>
<th>$\nu\Sigma_{f,1}$</th>
<th>$\nu\Sigma_{f,2}$</th>
<th>$\Sigma_{t,1}$</th>
<th>$\Sigma_{t,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference [cm$^{-1}$]</td>
<td>0.0107</td>
<td>0.101</td>
<td>0.00748</td>
<td>0.150</td>
<td>0.538</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Simulation | Error % |
---|---|
No rehom. (a) | -0.647 | -1.91 | -1.58 | -2.02 | 0.101 | -0.926 |
Spec. rehom. (b) | -0.664 | 0.186 | -1.32 | 0.136 | -0.106 | 0.256 |
$\Sigma$ corr. with ref. $\delta\phi$ (c) | -0.246 | -0.162 | -0.783 | -0.228 | -0.0282 | 0.0542 |
Table 4.6: Scattering cross section errors(\%).

<table>
<thead>
<tr>
<th></th>
<th>$\Sigma_{s,1\rightarrow1}$</th>
<th>$\Sigma_{s,1\rightarrow2}$</th>
<th>$\Sigma_{s,2\rightarrow1}$</th>
<th>$\Sigma_{s,2\rightarrow2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference [cm$^{-1}$]</td>
<td>0.515</td>
<td>0.0163</td>
<td>0.00164</td>
<td>1.18</td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>-0.172</td>
<td>1.73</td>
<td>-12.8</td>
<td>0.922</td>
</tr>
<tr>
<td>Spec. rehom. (b)</td>
<td>0.0613</td>
<td>1.08</td>
<td>6.07</td>
<td>-0.275</td>
</tr>
<tr>
<td>$\Sigma$ corr. with ref. $\delta\phi$ (c)</td>
<td>0.0245</td>
<td>-0.00126</td>
<td>-0.0098</td>
<td>-0.0716</td>
</tr>
</tbody>
</table>

The errors on both integral parameters (multiplication factor and fission powers) are substantially reduced by rehomogenization as well, again especially the fission rate in the thermal group. It is suggested that this is mainly a consequence of the thermal group nu-fission cross section error reduction, provided that the thermal flux error is limited. This will be investigated more thoroughly in section 4.3.

Eight rehomogenization iterations are required for this problem. Therefore, the computational burden would increase about eightfold compared to a standard nodal calculation if no thermal-hydraulic feedback is considered.

4.2.2 Checkerboard of 2.40 % $\text{UO}_2$ and 3.57 % MOX pins

Another test case considered is a checkerboard configuration of double-clad 2.40 % $\text{UO}_2$ pins neighbouring MOX fuel pins with 3.57 wt% $\text{PuO}_2$. We consider this checkerboard to validate the set of basis functions also for pin-by-pin heterogeneities that are not characterized solely by enrichment differences.

This configuration is displayed schematically in Figure 4.5.

Figure 4.5: Schematic layout of the ($\text{UO}_2$ 2.40% + MOX 3.57 %) pin checkerboard.

Rehomogenization leads to the spectrum variation reconstruction displayed in Figure 4.6. The spectrum variation in the thermal group is of a magnitude vastly larger than that observed in the 1.80 % / 3.10 % $\text{UO}_2$ checkerboard, approaching 100 % of the node-average flux near the macro-group boundary. With assembly-level homogenization, no local spectrum variations have been found that...
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exceed 40% [16]. This can be partly explained by the large thermal-to-fast absorption cross section ratio of the MOX fuel cell, compared to that of the UO$_2$ cell as derived from the reference cross section values in Table 4.8, suggesting a vastly harder spectrum overall. The spectrum variation reconstruction by rehomogenization is performed well in the thermal group. In the fast group the reconstruction is able to approximate the value at the 0.625 eV energy boundary, but it overestimates the reference spectrum variation subsequently. While to some extent able to follow the global trend, the reconstruction fails to reproduce the fission emission spectrum. This is of limited impact to the fission and absorption cross sections, as their contributions from the fission emission region are limited. On the other hand it has large consequences for the fast-group self-scattering cross section, which predominantly determines the magnitude of the fast group total cross section. However, since self-scattering at the macro-group level provides zero net contribution to the neutron flux, the effect on reactor behaviour is limited.

This is reflected in the macro-group cross section corrections displayed in Tables 4.8 and 4.9. Thermal group cross section errors are reduced over the whole range, including the up-scattering cross sections, albeit subject to a slight overcorrection. Fast group down-scattering cross sections are subject to large errors in the infinite-medium case. These errors are sharply reduced following rehomogenization. Another vast improvement is observed in the fast group absorption cross sections, both for the UO$_2$ and the MOX fuel pins. Fast group self-scattering cross sections, however, deteriorate following rehomogenization and so do the total cross sections, as they are predominantly determined by self-scattering.

Interestingly, in the MOX fuel cell, relatively large thermal cross section errors persist even after reference spectrum correction ($c$), suggesting also a strong spatial effect. This may in part be due to a higher total cross section, meaning a smaller thermal neutron mean free path, as well as a large absorption cross section that can lead to large intra-nodal flux gradients.

![Figure 4.6](image-url)

Figure 4.6: Reference spectrum variation and reconstruction for both energy groups in both cell types of the (UO$_2$ 2.40% + MOX 3.57 %) pin checkerboard.

Results on the global performance indicators are displayed in Table 4.10. The multiplication factor $k_{eff}$ improves vastly, as well as the power distributions, albeit not as much as in the 1.80% / 3.10% UO$_2$ case. A better pin power improvement is however achieved in calculation (d), implying that the spatial effects noted above also have large consequences on the pin power distribution.

The number of rehomogenization iterations is larger than that of the 1.80% / 3.10% UO$_2$ case, however, in an absolute sense these numbers are dependent on the set tolerances for convergence.
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Table 4.8: Pin-by-pin cross section errors (%), for the absorption and nu-fission reactions and the total of reactions, for the 2.40 % $UO_2$ / 3.57 % MOX pin checkerboard configuration.

<table>
<thead>
<tr>
<th></th>
<th>$UO_2$ 2.40 %</th>
<th>$MOX$ 3.57 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Sigma_{a,1}$</td>
<td>$\Sigma_{a,2}$</td>
</tr>
<tr>
<td>Reference [cm$^{-1}$]</td>
<td>0.00994</td>
<td>0.0918</td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>1.27</td>
<td>3.97</td>
</tr>
<tr>
<td>Spec. rehom. (b)</td>
<td>0.169</td>
<td>0.612</td>
</tr>
<tr>
<td>$\Sigma$ corr. with ref. $\delta\phi$ (c)</td>
<td>0.471</td>
<td>0.325</td>
</tr>
<tr>
<td>(a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.9: Scattering cross section errors (%).

<table>
<thead>
<tr>
<th></th>
<th>$UO_2$ 2.40 %</th>
<th>$MOX$ 3.57 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Sigma_{s,1\rightarrow1}$</td>
<td>$\Sigma_{s,1\rightarrow2}$</td>
</tr>
<tr>
<td>Reference [cm$^{-1}$]</td>
<td>0.510</td>
<td>0.0147</td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>-0.158</td>
<td>11.0</td>
</tr>
<tr>
<td>Spec. rehom. (b)</td>
<td>-0.353</td>
<td>-0.431</td>
</tr>
<tr>
<td>$\Sigma$ corr. with ref. $\delta\phi$ (c)</td>
<td>0.0413</td>
<td>-0.0953</td>
</tr>
<tr>
<td>(b)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.10: Comparison of multiplication factor and fission power distribution errors and number of rehomogenization iterations.

<table>
<thead>
<tr>
<th></th>
<th>$UO_2$ 2.40 %</th>
<th>$MOX$ 3.57 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_{eff}$ [pcm]</td>
<td>$\Delta P_{avg}(P_{G=1}, P_{G=2})$ (%)</td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>-1100</td>
<td>5.66 (4.31, 6.60)</td>
</tr>
<tr>
<td>Spec. rehom. (b)</td>
<td>17</td>
<td>316</td>
</tr>
<tr>
<td>$\Sigma$ corr. with ref. $\delta\phi$ (c)</td>
<td>-45.8</td>
<td>-0.0953</td>
</tr>
<tr>
<td>Ref. env. $\Sigma$ (d)</td>
<td>-0.260</td>
<td>0.983 (1.11, 0.926)</td>
</tr>
</tbody>
</table>
4.2.3 Summary

It has been established, from the two test cases considered in this section, that spectral rehomogenization applied to pin-by-pin checkerboard systems leads to substantial reductions on the thermal cross section errors, pin power distributions and the multiplication factor $k_{\text{eff}}$. This is consistent with the error reductions following cross section corrections using the reference spectrum variations, which are approximated well by rehomogenization in the thermal group. While reference spectrum corrections also significantly reduce cross section errors in the fast group, the present implementation of the rehomogenization method is not capable of consistently reproducing these error reductions. Spectrum variations for the UO$_2$ / MOX checkerboard are large, near 100% of the node-average flux in the thermal group. This degree of spectrum variation has not been observed at the assembly level.

4.3 Parametric study - heterogeneity

4.3.1 Cross section, pin power and multiplication factor error

We are interested in the dependence of the rehomogenization performance on the degree of heterogeneity between pin cells. To this end the simulations (a-d), described in section 4.1, are performed for pin checkerboards, consisting of UO$_2$ pins alternating between two enrichments. One enrichment is kept fixed at 1.80%, whereas the enrichments in the neighbouring cells are varied between the following values: 1.60%, 1.80%, 2.00%, 2.20%, 2.40%, 2.60%, 3.10% and 3.60%. Consequently the enrichment difference is treated as a parameter characterizing the heterogeneity between pins.

The layout of the checkerboard and the material compositions of the UO$_2$ fuels, cladding and moderator are described in detail in Appendix B.1.1. The results of the calculations performed on these checkerboard configurations are compared to those of their respective reference transport calculations. The solutions and resulting cross sections of the latter are displayed in Appendix C.

It should be noted that the configurations, in which the pins with varying enrichments assume enrichments 1.80% and 3.10%, are identical to the configurations considered in sections 4.1 and 4.2.1 respectively. The deviations from the reference cross sections are displayed per simulation type as a function of the enrichment difference in Figures 4.7, 4.8, 4.9, 4.10 and 4.11.

First the errors on the total cross section in the thermal group ($G = 2$) are considered. The error on the nodal diffusion calculation without rehomogenization (a) increases steeply with heterogeneity as the reflective boundary conditions for the infinite medium calculations are violated to increasing extent. The calculations employing spectral rehomogenization (b) also show errors increasing with heterogeneity, but substantially less steeply. Even for larger heterogeneity the thermal total cross sections resulting from spectral rehomogenization follow the reference spectrum-corrected cross sections (c) closely, which themselves show little deviation from the reference environmental cross sections. Errors still present in (c) may be due to spatial effects, for which the reference spectrum correction does not account.

The total cross section errors in the fast group, on the other hand, seem to be reduced initially, but for larger heterogeneities are subject to large overcorrections. This may be a result of the limited ability to reconstruct the spectrum variation near the energy group boundary. This will be further discussed in subsection 4.3.2.

For small heterogeneity the thermal group absorption cross sections from rehomogenization follow the reference spectrum corrected cross sections closely. However, at enrichment differences larger than 1% they are subject to the same overcorrections observed in the thermal total cross sections.

For the absorption cross section the spectral rehomogenization method also fails to reduce the error magnitude in the fast group, but in contrast to the case of the total cross section, the value of the cross section is shifted in the wrong direction, rather than being subject to an overcorrection. A discussion on the influence of the spectrum variation reconstruction on this behaviour follows also in 4.3.2.
As for the fission neutron production cross section, both the fast group and the thermal group errors show error magnitude reduction following rehomogenization, despite slight overcorrections in the thermal group. Though the error magnitude following the spectral rehomogenization \((b)\) is smaller than the error magnitude following the reference spectrum correction \((c)\) in the thermal group, it should be understood that \((b)\) is an approximation to the \((c)\). As such, in order to obtain an impression...
of the inaccuracy of $(b)$, one should add the difference between errors from $(b)$ and $(c)$ to the error magnitude from calculation $(c)$. Taking this into account, nevertheless, the error reduction with respect to the nodal calculation without rehomogenization is quite substantial. The error reduction in the fast group however is less pronounced. Another observation from the fast group fission neutron production result is that the cross section error reduction following a reference spectrum correction is limited, indicating a non-negligible spatial effect.

![Figure 4.9: Fission neutron production cross section errors for the varying enrichment pin checkerboard, per pin type, per group, for each simulation, plotted against the enrichment difference.](image)

We consider also the cross sections characterizing the scattering reactions, within one energy group as well as between the two groups. As for cross-group scattering, it is observed that cross section errors must be caused mainly by spectral effects, since a perfect spectrum reconstruction reduces the error to near zero. Rehomogenization of both the cross- and self-scattering cross sections to the first group leads to an overcorrection, although the error magnitude is reduced still. The same holds for the self-scattering in the second group. Whereas errors on the up-scattering from the thermal group are typically large compared to other cross section errors, up-scattering cross sections are generally small, meaning even errors exceeding 15% have little impact on overall reactor behaviour.

Regarding the general behaviour for all cross sections, it has been noted earlier, in section 4.2.1, that cross sections in the thermal macro-group are generally subject to environmental effects of larger magnitude than those in the fast group and that this is likely a result of stronger flux gradients.

Concerning the overall reactor behaviour in terms of multiplication factor and power production, it becomes apparent from Figure 4.12 that spectral rehomogenization reduces the errors in these parameters as well. From the environmental reference data in Appendix C it can be determined that the fission rate $\Sigma_f \phi$ in the thermal group is approximately three times larger than that in the fast group. As a consequence the fission cross section error reduction from the thermal group weighs in about three times more heavily in the overall power production error, provided that the errors on the node-average fluxes are of limited magnitude.
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Figure 4.10: Out-scattering cross section errors for the varying enrichment pin checkerboard, per pin type, per group, for each simulation, plotted against the enrichment difference.

Figure 4.11: Self-scattering cross section errors for the varying enrichment pin checkerboard, per pin type, per group, for each simulation, plotted against the enrichment difference.

Flux distribution errors are plotted in Figure 4.13. The magnitude of fast group flux errors is a few times larger than that of thermal group ones. Moreover, it is found that the spectral index, that is:

\[ S_I^k = \frac{\phi^{(G=1)}}{\phi^{(G=2)}} \]  

(4.2)
is consistently underestimated when using infinite-medium cross sections without rehomogenization. Fast group flux errors are barely affected by the use of reference environmental cross sections (d) or approximations to these (b-c). Thermal flux errors are reduced to a larger extent, most notably in the pins with higher enrichment, although a small overcorrection is introduced. Since thermal group reactions dominate overall reactor behaviour, it can be expected, with both thermal cross section errors and thermal flux errors being reduced, that overall reaction rate errors other than fission are reduced through rehomogenization as well.

Figure 4.12: Errors on integral parameters for the varying enrichment pin checkerboard, per pin type, per group, for each simulation, plotted against the enrichment difference.

Figure 4.13: Flux distribution errors for the varying enrichment pin checkerboard, per pin type, per group, for each simulation, plotted against the enrichment difference.
4.3.2 Spectrum variation reconstruction

We are interested in what is causing the increase in fast group total and absorption cross section errors with rehomogenization at large enrichment difference. To this end we investigate to what level of accuracy the spectrum variation is reconstructed for various cases, as well as the fine-group total and absorption cross section lethargy shapes.

In Figures 4.14 and 4.15 the spectrum variation reconstructions are plotted for the 1.80 % / 2.00 % and the 1.80 % / 3.60 % checkerboards respectively. In both cases the thermal group spectrum variation is adequately reconstructed. In the 1.80 % / 2.00 % the spectrum variation reconstruction is performed well in the epithermal region, but less so in the fission emission region. The converse is true for the 1.80 % / 3.60 % case. Absorption cross section behaviour, as shown in Figure 4.16, is predominantly determined in the epithermal region. The effective region is more extensive in case of the total cross section, as shown in Figure 4.17, but the cross section magnitude also declines near the fission emission region. This suggests that an adequate reconstruction in the fission emission spectrum is of limited influence on the error reduction in the cross sections. This partly explains why rehomogenization in the 1.80 % / 2.00 % case gives better results compared to the reference spectrum corrections, than the 1.80 % / 2.00 % does, although one should also consider the overall vastly smaller magnitude of the spectrum variation.

Figure 4.14: Reference flux spectrum variation and reconstruction for the 1.80 % / 2.00 % UO₂ pin checkerboard following 4th order rehomogenization.
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Figure 4.15: Reference flux spectrum variation and reconstruction for the 1.80% / 3.60% UO$_2$ pin checkerboard following 4th order rehomogenization.

Figure 4.16: Absorption cross section lethargy distribution, per group, of the 1.80% UO$_2$ cell.
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Figure 4.17: Total cross section lethargy distribution, per group, of the 1.80 % UO$_2$ cell.

We try to achieve a better spectrum variation reconstruction by increasing the expansion order in the fast group to 8. Now focusing only on the total and absorption cross section errors, the results are presented in Figures 4.18 and 4.19.

The expansion order increase does not lead to an improvement of the cross sections. The fast group even sees a slight deterioration. We observe, from the spectrum variation reconstruction, displayed in Figure 4.20, that the accuracy of the reconstruction in the fast group has not improved in the epithermal region. Instead the rehomogenization curve oscillates around an absolute value underestimation of the reference spectrum variation, while the peak values in the fission emission spectrum nearly coincide.

Finally we consider the best fit of the reference spectrum variation to the $4^{th}$ order expansion, which is shown in Figure 4.21.

The total and absorption cross section errors following this theoretical spectrum variation reconstruction are substantially improved, as seen in Table 4.11. It leads us to conclude that, even though we observed a substantial overall improvement, better results can be achieved if the spectrum variation reconstruction is enhanced in the resonance region, for instance by a choice of trial functions that adds more weight to this region.
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Figure 4.18: Total cross section errors for the varying enrichment pin checkerboard, per pin type, per group, for each simulation, including fast group-8th order rehomogenization.

Figure 4.19: Absorption cross section errors for the varying enrichment pin checkerboard, per pin type, per group, for each simulation, including fast group-8th order rehomogenization.
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Figure 4.20: Reference flux spectrum variation for the varying enrichment pin checkerboard and reconstruction following rehomogenization of 4th order in the thermal group and 8th order in the fast group.

Figure 4.21: Reference flux spectrum variation for the varying enrichment pin checkerboard and least-squares fit of 4th order expansion.
4.3.3 Transport effect

Since the rehomogenization problem is dependent on the solution of the nodal diffusion calculation, we are interested in how the diffusion approximation contributes to the errors in the flux distribution and multiplication factor with increasing heterogeneity. For this purpose a set of \( S_6 \) transport calculations is conducted on the checkerboards using homogenized cross sections from the infinite medium heterogeneous calculations. The results, computed using the SCALE NEWT algorithm in a meshing scheme of \( 2 \times 2 \) nodes per pin, are compared with those of the nodal diffusion calculations employing infinite-medium cross sections (a). The results are displayed in Figures 4.22 and 4.23.

It is found that, with regard to the results obtained with environmental cross sections in subsection 4.3.1, the difference between transport and diffusion is of limited effect to the multiplication factor. To the flux errors, the diffusion approximation is however of substantial importance. This is clearly visible in the fast group, when comparing Figures 4.12 and 4.23 The difference can be explained by the limited validity of diffusion theory in sub-mean free path meshing. These deviations may play a role in the limited rehomogenization performance in the fast group.

Errors in the thermal group flux show less symmetric behaviour. Errors on the transport and diffusion calculations grow in different directions with increasing heterogeneity in the 1.80 % pin, whereas in the pin with varying enrichment, the thermal flux errors exceed those from the nodal diffusion calculation. It is difficult to point out a specific cause to these effects, though one possible explanation could be that both the nodal diffusion calculation, through the diffusion approximation, and the \( S_6 \) calculation, through lack of a nodal expansion, are incapable of reconstructing flux gradients associated with the strong absorbing behaviour of the fuel rods, especially as enrichments become larger.

The use of environmental cross sections, however, substantially reduces the thermal group flux errors, as seen in 4.12, and this seems only to limited extent related to the transport effect.

It should be noted that no nodal expansion has been applied in the \( S_6 \) calculations, adding a source of inconsistency to this comparison.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( \Sigma_{t,1} )</th>
<th>( \Sigma_{t,2} )</th>
<th>( \Sigma_{a,1} )</th>
<th>( \Sigma_{a,2} )</th>
<th>( \Sigma_{t,1} )</th>
<th>( \Sigma_{t,2} )</th>
<th>( \Sigma_{a,1} )</th>
<th>( \Sigma_{a,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rehom. (a)</td>
<td>-0.1014</td>
<td>1.294</td>
<td>0.9021</td>
<td>2.768</td>
<td>0.1015</td>
<td>-1.217</td>
<td>-0.9128</td>
<td>-2.498</td>
</tr>
<tr>
<td>Rehom 4/4 ord. (b)</td>
<td>0.1948</td>
<td>-0.3989</td>
<td>1.079</td>
<td>-0.3884</td>
<td>-0.1992</td>
<td>0.383</td>
<td>-1.084</td>
<td>0.3018</td>
</tr>
<tr>
<td>Best fit corr.</td>
<td>0.03737</td>
<td>-0.2296</td>
<td>-0.04696</td>
<td>-0.01815</td>
<td>-0.03842</td>
<td>0.2046</td>
<td>-0.0005057</td>
<td>-0.03407</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>0.03512</td>
<td>-0.08077</td>
<td>0.3453</td>
<td>0.1736</td>
<td>-0.03535</td>
<td>0.07031</td>
<td>-0.3035</td>
<td>-0.2321</td>
</tr>
</tbody>
</table>

Figure 4.22: Multiplication factor error for the varying enrichment pin checkerboard, per pin type, per group, plotted against the enrichment difference for nodal diffusion calculation (a) and a transport calculation with infinite-medium homogenized cells.
4.3.4 Summary

A parametric study on the influence of the heterogeneity on the rehomogenization performance has shown an overall cross section error reduction in the thermal group following rehomogenization, as well as on the resulting fluxes, pin powers and multiplication factor. These error reductions are generally not achieved in the fast group, mostly due to inability to reconstruct the spectrum variation especially in the epithermal region. Part of the overall inaccuracies in the fast group cross sections may be attributed to the errors introduced by the diffusion approximation.

4.4 Application to the (UOX + Gd) colorset

We move on from the pin checkerboard configuration to study the effect of spectral rehomogenization in assembly colorsets, configurations that are more representative of an actual PWR environment. We consider a colorset of a \((17 \times 17)\) UOX assembly with 1.8\% enrichment neighbouring a 3.9\% enriched UOX assembly that is loaded with 12 burnable absorber rods containing depleted uranium (0.25\%) and 7.65 wt\% GdO. The colorset layout is shown in Figure 4.24. Detailed descriptions of the assemblies making up the colorset are given in Appendix B.2. It should be noted that grid spacers and water gaps, separating pins and assemblies respectively, are disregarded for the purpose of this study. The calculation results are displayed in Table 4.12, in terms of multiplication factor error, power distribution and cross section errors in an extreme value sense as well as in a root mean square sense.
Figure 4.24: Schematic layout of the (UOX + Gd) colorset with assembly layouts. The cyan colored cylinders represent the Gd-loaded rods.

Table 4.12: Comparison of errors on multiplication factor ($k_{eff}$) and pin power distribution errors per assembly and for the full colorset (a), total and absorption cross section per group (b), fission neutron production and fission cross section (c) and out-scatter and self-scatter cross section errors (d), in an extreme value (max/min) and a root mean square (rms) sense.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta k_{eff}$ (pcm)</th>
<th>$\Delta P_{(ass. 1)}$ (%)</th>
<th>$\Delta P_{(ass. 2)}$ (%)</th>
<th>$\Delta P_{avg}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max/min</td>
<td>rms</td>
<td>max/min</td>
<td>rms</td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>262.53</td>
<td>-4.949</td>
<td>2.648</td>
<td>-3.647</td>
</tr>
<tr>
<td>Spec. rehom (b)</td>
<td>-551.34</td>
<td>-4.973</td>
<td>2.462</td>
<td>-3.524</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>-548.42</td>
<td>-3.398</td>
<td>1.035</td>
<td>-3.415</td>
</tr>
<tr>
<td>Nodal calc. w/ env. xs. (d)</td>
<td>-796.24</td>
<td>-1.687</td>
<td>0.4732</td>
<td>-2.536</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta \Sigma_{t,1}$ (%)</th>
<th>$\Delta \Sigma_{t,2}$ (%)</th>
<th>$\Delta \Sigma_{a,1}$ (%)</th>
<th>$\Delta \Sigma_{a,2}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max/min</td>
<td>rms</td>
<td>max/min</td>
<td>rms</td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>-1.743</td>
<td>0.8282</td>
<td>-18.76</td>
<td>2.711</td>
</tr>
<tr>
<td>Spec. rehom (b)</td>
<td>1.811</td>
<td>0.7725</td>
<td>-1.832</td>
<td>0.5483</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>-0.06731</td>
<td>0.02342</td>
<td>-2.337</td>
<td>0.4676</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta \nu \Sigma_{f,1}$ (%)</th>
<th>$\Delta \nu \Sigma_{f,2}$ (%)</th>
<th>$\Delta \Sigma_{f,1}$ (%)</th>
<th>$\Delta \Sigma_{f,2}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max/min</td>
<td>rms</td>
<td>max/min</td>
<td>rms</td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>-3.196</td>
<td>1.5</td>
<td>-3.991</td>
<td>3.55</td>
</tr>
<tr>
<td>Spec. rehom (b)</td>
<td>-3.06</td>
<td>1.297</td>
<td>-4.401</td>
<td>1.245</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>-0.9537</td>
<td>0.7204</td>
<td>-5.75</td>
<td>1.37</td>
</tr>
</tbody>
</table>

(c)

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta \Sigma_{s,1\rightarrow 2}$ (%)</th>
<th>$\Delta \Sigma_{s,2\rightarrow 1}$ (%)</th>
<th>$\Delta \Sigma_{s,1\rightarrow 1}$ (%)</th>
<th>$\Delta \Sigma_{s,2\rightarrow 2}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max/min</td>
<td>rms</td>
<td>max/min</td>
<td>rms</td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>-18.73</td>
<td>3.789</td>
<td>-20.78</td>
<td>19.83</td>
</tr>
<tr>
<td>Spec. rehom (b)</td>
<td>-5.796</td>
<td>2.922</td>
<td>-37.54</td>
<td>7.589</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>-0.2585</td>
<td>0.09343</td>
<td>-0.06046</td>
<td>0.02587</td>
</tr>
</tbody>
</table>

(d)

We observe a slight error reduction for the assembly power in the UOX assembly due to rehomogenization, whereas the error reduction in the UGd assembly is more pronounced. Rehomogenization
leads to a slight overcorrection in the power in the latter, compared to the reference spectrum correction. Overall still a power distribution error of about 1 % (rms) may be attributed to the diffusion approximation and the spatial and spectral discretizations. Approximation of the reference environmental cross sections leads to an unexpectedly steep deterioration in the multiplication factor. The cause of this effect is unclear.

Thermal group cross sections overall sharply improve following a reference spectrum correction, and do so after rehomogenization as well (albeit to limited extent). As is the case in the pin checkerboard configurations discussed previously, the improvement is generally less pronounced in the fast group, and it may be a result of the limited spectrum reconstruction capability in this group that was also observed previously. It is worth mentioning that the extreme error magnitudes in the thermal total and absorption cross sections are sharply reduced as well.

To better understand the origin of these error reductions, we consider the power and cross section error distributions in more detail. Firstly, in Figure 4.25, the reference power distribution is plotted in units that have been normalized such that the total flux integrated over both energy and space equals unity. The power production in the 3.90 % UO$_2$ pins is understandably higher than that in the 1.80 % pins. No power is produced in the water rods and very little in the burnable absorbers, due to both their low fissile content and self-shielding effects.

The percentual deviation from this power distribution is shown per simulation in Figure 4.26. All errors are plotted to the same scale along the color axis. The reference spectrum correction leads to a near-complete error eradication near the center of the UOX assembly, but leaves larger errors in the UGd assembly. However, the larger part of these power distribution errors persist even when reference cross sections are used, albeit to a lesser extent. It is understood that this inaccuracy must be a consequence of a flux overestimation in the Gd rods associated with the diffusion approximation. Spectral rehomogenization is capable of correcting the fission power overestimation in the vicinity of the assembly interface, as well as in the fuel cells neighbouring the Gd-loaded pins, thereby partly adressing the infinite medium inaccuracies stated by Tatsumi et al. [19]. While capable of slightly reducing the fission power error in the UOX assembly, the extent of this error reduction is limited. In the UGd assembly power errors are overcorrected. This is consistent with our observations from Table 4.12.

We are interested in what may be causing the limited power accuracy in the UOX assembly after rehomogenization. For this purpose we investigate the error distribution on the group fission neutron production cross sections (which are assumed not to deviate substantially from the actual fission cross section errors), depicted in Figure 4.27. The thermal fission neutron production error distribution following rehomogenization largely follows that of the reference spectrum correction, leading to the near elimination of errors close to the center-assemblies and an overcorrection to the fission neutron production cross section in the Gd absorber rods. The latter is of limited consequence to the total power production, as the reference fission rate in the Gd rods is very low compared to that in the (enriched) UO$_2$ cells. Following rehomogenization, fission neutron production in the fast group is subject to persistent underestimation near the UOX center-assembly and overestimation in the Gd rods. The former error is largely resolved by the reference spectrum correction. While this follows the pattern observed in the fission power error distribution, fission in the fast group only accounts for approximately one fifth of the total power. Further sources of error in the power distribution must be sought for in the thermal group. Since fission cross section errors are largely eliminated in the thermal group, the thermal fission rate error must be largely caused by deviation from the reference flux distribution.

Errors on the flux distributions are displayed in Figure 4.28. The flux overestimation in the UO$_2$ rods neighbouring the Gd-loaded rods is vastly reduced, as is consistent with the pin power error distribution. Moreover, as expected, the large thermal flux underestimation in the non-corrected calculation (a) vanishes after reference spectrum correction (c), but persists after rehomogenization (b). The thermal flux distributions could partly explain the behaviour of $k_{\text{eff}}$ observed in Table 4.12. In (a) vast flux overestimations occur in the 3.90 % UO$_2$ cells close to the Gd rods, leading to fission rate overestimations that counter the fission rate underestimations in the UOX assembly, as well as the absorption rate overestimation in the Gd rods. The fission rate overestimation is reduced after spectral correction (b-c), to nearly vanish in the case of reference environmental cross sections (d).
At the same time absorption rate overestimation persists in the Gd rods as well as a slight fission rate underestimation at the UGd assembly centers. The large persistent errors in the Gd rods can be attributed to the diffusion equation, which is known for reduced performance in strong absorbers.

Figure 4.25: Reference fission power distribution in the (UOX + Gd) colorset in normalized units.

Figure 4.26: Deviations from the reference power distribution for the standard pin-by-pin nodal calculation (a), nodal calculation with spectral rehomogenization (b), nodal calculation with reference spectrum-corrected cross sections (c) and reference environmental cross sections (d).
Figure 4.27: Fission neutron production cross section error distributions for the standard pin-by-pin nodal simulation (top), nodal calculation with spectral rehomogenization (middle) and reference spectrum correction (bottom), for the fast (left) and thermal (right) energy groups.

The main reactions governing the thermal flux distribution are down-scattering of fast neutrons and thermal absorption. In Figure 4.29 we consider the cross section error distributions associated with these reactions. The extreme values of the thermal absorption cross section error, mentioned in the discussion of the overall overview (Table 4.12), coincide with the Gd loaded rods. There are few other pronounced errors in the thermal group absorption cross section, apart from a slight overestimation near the assembly interface in the UOX assembly, and even less so after rehomogenization, although rehomogenization does introduce a slight absorption cross section overestimation in the UGd
Figure 4.28: Flux error distributions for the standard pin-by-pin nodal simulation (a), nodal calculation with spectral rehomogenization (b), reference spectrum correction (c) and nodal simulation with reference environmental cross sections (d) for the fast (left) and thermal (right) energy groups.
assembly water channels. Looking at the down-scattering cross section errors from the fast group, we can identify both the underestimation near the UOX center-assembly that persists after rehomogenization, as well as the overcorrection on the UO$_2$ rods near the UGd center-assembly. Both these errors vanish in the case of the reference spectrum correction. It is suggested that this is the leading cause for the limited capability to reproduce the fission power distribution.

Seeing that the down-scattering cross section in the fast group falls of with increasing energy
(Figure 4.30), we conclude that this is consistent with our earlier observation from the pin checkerboard configuration, that the current implementation of the spectral rehomogenization method is insufficiently capable of reconstructing the flux spectrum variation in the epithermal region.

Figure 4.30: Infinite medium out-scatter cross section lethargy distribution for the 1.80 % UO$_2$ cell.

4.4.1 Summary

Spectral rehomogenization in the (UOX + Gd) colorset has been found to lead to substantial error reductions for thermal group cross sections, and to lesser extent for fast group cross sections as well. Thermal flux and fission power overestimations in fuel cells in the close neighbourhood of Gd rods have also been mitigated by rehomogenization.

Fission power underestimations in the UOX assembly have been attributed to fast fission cross section and thermal flux underestimations, the latter of which themselves have been linked to the limited capability to reduce fast group down-scattering cross section errors. It has been suggested that this is a result of an inaccurate spectrum variation reconstruction in the epithermal region, which is consistent with findings from the checkerboard calculations.

4.5 Application to the (UOX + MOX) colorset

Next we consider the application of rehomogenization to a checkerboard configuration of $(18 \times 18)$ UOX and MOX assemblies. The UOX assembly consists of double-clad UO$_2$ fuel pins with 2.40 % enrichment, whereas the MOX assembly contains 7.77 wt% PuO$_2$ on the inside, 5.09 wt% on the edges and 3.57 wt% near the vertices. An overview of the colorset is displayed in Figure 4.31. The detailed assembly layouts and material compositions are described in Appendix B.3. Grid spacers and water gaps are again disregarded. A general overview of the resulting extreme value and root mean square errors on cross sections and on pin powers (both integral and per assembly) is given in Table 4.13, as well as errors on the multiplication factor.

Figure 4.31: Schematic overview of the (UOX + MOX) colorset with assembly layouts. MOX fuel pins located close to the assembly boundary have lower fissile Pu content.
Table 4.13: Comparison of errors on multiplication factor ($k_{\text{eff}}$) and pin power distribution errors per assembly and for the full colorset (a), total and absorption cross section per group (b), fission neutron production and fission cross section (c) and out-scatter and self-scatter cross section errors (d), in an extreme value (max/min) and a root mean square (rms) sense.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta k_{\text{eff}}$ (pcm)</th>
<th>$\Delta P$ (ass. 1) (%)</th>
<th>$\Delta P$ (ass. 2) (%)</th>
<th>$\Delta P_{\text{avg}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rehom. (a)</td>
<td>583.86</td>
<td>-6.375</td>
<td>1.946</td>
<td>-3.139</td>
</tr>
<tr>
<td>Spec. rehom (b)</td>
<td>821.05</td>
<td>-10.91</td>
<td>4.087</td>
<td>-4.039</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>645.47</td>
<td>-8.864</td>
<td>3.028</td>
<td>-3.897</td>
</tr>
<tr>
<td>Nodal calc. w/ env. xs. (d)</td>
<td>652.33</td>
<td>-7.061</td>
<td>2.726</td>
<td>-5.329</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta \Sigma_{t,1}$ (%)</th>
<th>$\Delta \Sigma_{t,2}$ (%)</th>
<th>$\Delta \Sigma_{\text{a},1}$ (%)</th>
<th>$\Delta \Sigma_{\text{a},2}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rehom. (a)</td>
<td>-2.835</td>
<td>-3.821</td>
<td>-9.51</td>
<td>-5.092</td>
</tr>
<tr>
<td>Spec. rehom (b)</td>
<td>-2.839</td>
<td>-7.087</td>
<td>-8.873</td>
<td>-12.82</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>-0.1042</td>
<td>-1.136</td>
<td>-0.925</td>
<td>-4.734</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta \nu\Sigma_{\text{f},1}$ (%)</th>
<th>$\Delta \nu\Sigma_{\text{f},2}$ (%)</th>
<th>$\Delta \Sigma_{\text{f},1}$ (%)</th>
<th>$\Delta \Sigma_{\text{f},2}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rehom. (a)</td>
<td>-2.704</td>
<td>-6.202</td>
<td>-2.722</td>
<td>-6.189</td>
</tr>
<tr>
<td>Spec. rehom (b)</td>
<td>-2.577</td>
<td>-4.876</td>
<td>-2.605</td>
<td>-4.863</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>-0.8199</td>
<td>-5.875</td>
<td>-0.8508</td>
<td>-5.863</td>
</tr>
</tbody>
</table>

(c)

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta \Sigma_{s,1} \rightarrow 2$ (%)</th>
<th>$\Delta \Sigma_{s,2} \rightarrow 1$ (%)</th>
<th>$\Delta \Sigma_{s,1} \rightarrow 1$ (%)</th>
<th>$\Delta \Sigma_{s,2} \rightarrow 2$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rehom. (a)</td>
<td>-13.78</td>
<td>44.38</td>
<td>-2.388</td>
<td>4.756</td>
</tr>
<tr>
<td>Spec. rehom (b)</td>
<td>-12.85</td>
<td>65.23</td>
<td>-2.43</td>
<td>7.082</td>
</tr>
<tr>
<td>Ref. spec. corr. (c)</td>
<td>-5.5994</td>
<td>-2.103</td>
<td>-0.06893</td>
<td>2.049</td>
</tr>
</tbody>
</table>

(d)

While errors seem to deteriorate in many respects following rehomogenization, it should be noted that the extreme value and root mean square pin power errors also deteriorate when reference environmental cross sections are used instead of infinite medium ones. Pin power errors following a calculation with infinite-medium cross sections (a), also shown in Figure 4.33, display numerically small errors, but this appears likely to be caused by a multitude of inaccuracies that coincidentally cancel out to large extent. Nevertheless, following rehomogenization, the RMS power distribution error is of large magnitude, as is the thermal absorption cross section error.

A surprisingly large multiplication factor error exists in all calculations. We may gain a better understanding of this by plotting the power distribution error on a map of the colorset. The reference pin power distribution is plotted in Figure 4.32, with percentual deviations plotted per simulation in Figure 4.33.

The large $k_{\text{eff}}$ overestimations are likely caused by the fission power overestimation in the MOX assembly, that cannot be compensated by the underestimation in the UOX assembly due to the latter’s vastly lower reference power. The additional overestimation after rehomogenization may be related to a large thermal absorption cross section underestimation located in the MOX assembly, as seen in Table 4.13.

Pin power errors in the non-rehomogenized calculation are generally low. However, the global shape of the error distribution does not correspond to that of the calculation with reference environmental cross sections. This complies with the general notion that infinite medium cross sections show substantial inconsistencies with the environmental ones, possibly leading to larger errors in other reaction rate distributions.

The pin power error distribution shape resulting from calculation (d) is partly restored by rehomogenization, specifically at the UOX assembly vertices.

As at least two thirds of fission power is accounted for by thermal fission, we are interested in
whether the changes in the pin power error distribution following cross section rehomogenization correspond to those in the fission cross section. Again we consider the fission neutron production cross section error distribution in Figure 4.34.

![Reference fission power distribution](image)

Figure 4.32: Reference fission power distribution in the (UOX + MOX) colorset in normalized units.

![Deviation images](image)

Figure 4.33: Deviations from the reference power distribution for the standard pin-by-pin nodal calculation (a), nodal calculation with spectral rehomogenization (b), nodal calculation with reference spectrum-corrected cross sections (c) and reference environmental cross sections(d).
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While the thermal group fission neutron production cross section error is somewhat reduced by the reference spectrum correction, especially at the assembly-center-facing nodes of the interface pins, the overall error reduction is not very substantial. This suggests that spatial effects play a larger role at these assembly interfaces than they do for example in the (UOX + Gd) colorset, and possibly also effects related to the cross term in equation 2.38. Introducing spatial corrections may further improve these cross sections, however even with reference environmental cross sections, pin power errors remain substantial as seen previously in Figure 4.33.

Figure 4.34: Fission neutron production cross section error distributions for the standard pin-by-pin nodal simulation (top), nodal calculation with spectral rehomogenization (middle) and reference spectrum correction (bottom), for the fast (left) and thermal (right) energy groups.
Spectral rehomogenization is to large extent able to reproduce the error distribution obtained by the reference spectrum correction in the thermal group, suggesting a good spectrum variation reconstruction. This is also consistent with the result in Table 4.13.

The thermal fission neutron production cross section errors near the UOX assembly vertex shifts from purely positive values to mixed positive and negative values, implying an overall fission rate reduction. This corresponds indeed to the shift in pin power errors towards deeper negative values, shown in Figure 4.33.

In the fast group, as seen in the (UOX + Gd) colorset as well, the cross section correction following rehomogenization is less adequate at reproducing the results from the reference spectrum correction, again implying that spectral rehomogenization in its current implementation does not perform well at reconstructing the reference fast group spectrum.

Lastly we consider the error distributions on the absorption cross sections in both groups, shown in Figure 4.35. Most cells show a decrease in thermal absorption cross section error. However, a large underestimation of the thermal cross section error is introduced at the water rods in the MOX assembly. It is clear that these underestimations must be mainly responsible for the large deterioration in thermal absorption cross section errors observed in Table 4.13.

When disregarding the water rods, RMS errors on thermal absorption cross sections change to 2.043 %, 1.343 % and 1.554 % for calculations (a), (b) and (c) respectively. This means a noticeable error reduction overall, but also an overcorrection.

Again the fast group cross section correction following rehomogenization is poor, except for the overestimation correction at the UOX assembly edge. A similar overestimation correction on the fast group absorption cross section has been observed in the pin checkerboard configuration discussed in subsection 4.2.2.

The effect of rehomogenization on the water rods in the MOX assembly is further investigated by considering a checkerboard configuration of water rods neighbouring 7.77 wt% PuO$_2$ MOX pins displayed schematically in Figure 4.36. Results for all simulations are displayed in Table 4.14.

The infinite medium fast group absorption cross section of the MOX pin shows a 15 % underestimation of its value in the checkerboard environment, which demonstrates the large moderation effect of the water rod on its surroundings. Rehomogenization, however, substantially reduces this error and comes close to the reference spectrum correction. The latter result however, is still subject to a substantial error. This applies to the thermal group as well.

The thermal absorption cross section error magnitude in the water rod is increased following rehomogenization, just as seen in the colorset. From the spectrum variation reconstruction in Figure 4.37 it becomes clear that rehomogenization gives a poor reconstruction of the environmental spectrum in the water rod, with the reconstruction being of opposite sign to the reference spectrum variation in a large part of the thermal region.

Since the magnitude of the thermal range spectrum variation is large overall, errors resulting from this inaccuracy quickly become large as well, even considering the small magnitude of the cross section lethargy distribution in the region associated with non-zero spectrum variation, as seen in Figure 4.38.

One possible explanation for this behaviour may lie in an inconsistency in the method. Due to water rods being homogenized in a 3 × 3 configuration, some environmental effects have already been accounted for during the initial homogenization. Then accounting for these a second time, via rehomogenization, could result in the introduction of these errors. In this case one may consider to exclude the water rods from rehomogenization, or to obtain input cross sections via a different method, such as a transport calculation with a fixed external neutron source.
Figure 4.35: Absorption cross section error distributions for the standard pin-by-pin nodal simulation (top), nodal calculation with spectral rehomogenization (middle) and reference spectrum correction (bottom), for the fast (left) and thermal (right) energy groups.
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Figure 4.36: Schematic layout of the (Water channel + MOX 7.77 % pin) checkerboard.

Table 4.14: Comparison of absorption cross section errors resulting from the various simulation types, per energy group and per cell type of the (Water channel + MOX 7.77 % pin) pin checkerboard.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>H₂O</th>
<th>MOX 7.77 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference (cm⁻¹)</td>
<td>ΔΣₘ₂ₙ,₁ (%)</td>
<td>ΔΣₘ₂ₙ,₂ (%)</td>
</tr>
<tr>
<td>No rehom. (a)</td>
<td>-9.633</td>
<td>-15.00</td>
</tr>
<tr>
<td>Spec rehom. (b)</td>
<td>-5.553</td>
<td>-5.788</td>
</tr>
<tr>
<td>Rehom. w/ ref. spec. (c)</td>
<td>-15.00</td>
<td>-5.788</td>
</tr>
</tbody>
</table>

Figure 4.37: Reference spectrum variation and reconstruction for both energy groups in both cell types of the (Water channel + MOX 7.77 % pin) checkerboard.
Figure 4.38: $3 \times 3$ / infinite medium absorption cross section lethargy distribution for both energy groups in both cell types of the (Water channel + MOX 7.77 % pin) checkerboard.

4.5.1 Summary

The findings regarding spectral rehomogenization in the (UOX + MOX) colorset are to a large extent similar to those in the (UOX + Gd) colorset, in the sense that overall reference spectrum corrected cross sections are well approximated in the thermal group (with exception of those in the water rods), but less so in the fast group. Pin power errors have been found to increase, although this is in line with the shift from nodal calculations employing infinite medium cross sections to those with reference environmental ones. Furthermore, while some error reduction is achieved in thermal group fission neutron production cross sections via reference spectrum correction or rehomogenization, errors up to 5-6 % persist, suggesting a strong effect related to the intra-nodal spatial flux distribution as well. Finally, profound errors on the thermal group cross sections are introduced in the MOX assembly water rods following rehomogenization. These large errors are caused by a failure to reconstruct the thermal group spectrum variation.
Chapter 5

Conclusions and Recommendations

The cross section spectral rehomogenization model developed at AREVA NP has been applied to two-group pin-by-pin diffusion criticality calculations with a nodal expansion method on infinite pin checkerboards and assembly colorsets. Resulting pin power distributions, cross sections and the multiplication factor $k_{\text{eff}}$ have been compared to the results of reference discrete ordinates transport calculations in order to determine the feasibility at the pin-level and its accuracy.

The rehomogenization method has been validated in two pin checkerboard test cases, in which it has been established that spectral cross section effects in the thermal group can generally be well recovered. Error reductions in most fast group cross sections are less substantial in the present implementation, and some cross sections even deteriorate, although the consequences of the latter are limited. Moreover, the cross section corrections have been found to be consistent with the reconstruction of the spectrum variations. Pin power distributions and the multiplication factor have been shown to drastically improve in both cases following rehomogenization.

A parameter study has been performed on the effect of the enrichment difference as a heterogeneity measure on the errors in the aforementioned parameters in a pin checkerboard system. Reference spectrum corrections show substantial improvement in every quantity over the whole heterogeneity range, and while with spectral rehomogenization improvements on $k_{\text{eff}}$ and pin powers are attained as well, above a certain level of heterogeneity larger inaccuracies are introduced to some fast group cross sections due to the limited capability of spectrum reconstruction in the epithermal region. A different set of weighting functions may improve these results. Increasing the order of the rehomogenization expansion does not solve this issue. The limited-accuracy spectrum variation reconstruction may also be partly attributed to inconsistencies between the neutron diffusion and neutron transport paradigms.

The spectral rehomogenization method has been applied to a colorset of UOX and Gd-loaded assemblies, as well as a colorset of UOX and MOX assemblies. In the (UOX + Gd) colorset, thermal absorption cross sections for the Gd-loaded rods have improved drastically. Pin power errors are reduced in the center of the Gd-loaded assembly, as well as in fuel rods neighbouring Gd rods, but not in the center of the UOX assembly. This problem has been attributed to the persisting errors in the cross section error distribution for down-scattering to the thermal group, which itself is a consequence of the limited epithermal spectrum reconstruction capability. The multiplication factor $k_{\text{eff}}$ is underestimated following rehomogenization by several hundreds of pcm, but approaches the value obtained with reference environmental cross sections. This error is therefore attributed to the diffusion approximation.

In the (UOX + MOX) colorset, spectral rehomogenization slightly reduces the thermal fission cross sections, but errors persist to some extent, even after reference spectrum correction. An investigation of spatial effects may be beneficial. Thermal group absorption cross sections also improve for most cells, however large errors are introduced in the thermal absorption cross sections in MOX assembly water rods. This may be a consequence of inconsistencies in the methodology, leading to a failure to reconstruct the spectrum variation accurately. Spectral rehomogenization yields an overall
increase in pin power error magnitude, but the resulting error distribution approximates the result of a pin-by-pin diffusion calculation with reference environmental cross sections, suggesting a good overall approximation of the reference environmental cross sections most relevant to the fission power.

A common feature found in the results is the limited capability of spectrum variation reconstruction by rehomogenization, generally in the epithermal region of the fast group. One could opt to change the sets of basis and weighting functions for the rehomogenization expansion, such as by replacing one of the fast group (Galerkin) weighting functions by a weighting function that weighs more heavily towards the epithermal end, as the behaviour in this region is dominant in determining the fast-group cross sections.

Some experience has already been obtained also with a proper orthogonal decomposition-based method at the assembly level [16], which could be extended to the pin-by-pin level as well.

Part of the fast group errors may also be attributed to the diffusion approximation, specifically in the fast group. A further investigation on how fast group flux errors influence the conditioning of the rehomogenization problem is recommended.

The rehomogenization method was validated using reference results for the neutron leakage lethargy distributions. For practical applications, a leakage model based exclusively on information available from the nodal diffusion calculation must be implemented. Since the diffusion approximation is suitable to limited extent for pin-by-pin calculations, the accuracy of the results is expected to somewhat decline. Rigourously, addressing the leakage model should be accompanied by an investigation on spectral corrections to diffusion coefficients, as employed in [6].

Furthermore, infinite medium data for water channels have been obtained from periodic configurations of water channels being spaced three unit fuel cells apart in both radial directions. Although broad group nodal cross sections from this approach have been validated, this is not the case for cross section fine-group or continuous energy distributions. This may provide a source of error that may partly cause the thermal absorption cross section deterioration observed in the (UOX + MOX) colorset. One may consider a different approach, preferably more consistent with infinite medium fuel cell homogenization. Alternatively one may choose to exclude the water rods from rehomogenization.

A source of inconsistency with conventional nodal methods is introduced by using infinite medium data from regular criticality calculations. Conventionally infinite medium cross sections and discontinuity factors are obtained by weighting fine-group cross sections with spectra obtained through a critical buckling search [12]. Attempts to validate that the resulting infinite medium data should reproduce a unity multiplication factor in a two-group diffusion problem have been unsuccessful. Consequently regular criticality calculation data have been used.

Finally, a better reproduction of the reference results may be possible to obtain when the complete rehomogenization model is utilized, including corrections to spatial and burnup effects. A potential weakness however lies in the cancellation of favourable error reductions, as corrections related to different effects may be of different signs [6].
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Appendices
Appendix A

Validation of non-fissile input cross sections

As a criticality calculation on non-multiplying media cannot be performed, a different approach must be sought to determine input cross sections of non-fissile materials for nodal diffusion calculations. The current approach is to surround the non-fissile cells (such as water rods) by fuel pins of the type that surrounds them in the real environment in a $3 \times 3$ pin configuration with reflective boundary conditions.

This approach offers a configuration of limited complexity for the lattice calculation. Additionally, the three-cell spacing between water rods near the center of the UOX and UGd assemblies is maintained by this approach.

In order to validate this approach, the cross sections resulting from a transport calculation on such $3 \times 3$ configurations are compared to the cross sections from a 1.80 % UOX fuel assembly calculation with reflective boundary conditions. The assembly layout and material compositions are identical to those of the 1.80 % UOX assembly described in Appendix B.2.1. The pin cells in the assembly calculation here are homogenized on a one-node-per-pin basis. The relative deviations for the single pin or $3 \times 3$ cross sections with respect to the single assembly values are displayed in the figures below for the reactions: total, absorption, fission neutron production, out-scattering and self-scattering.

![Figure A.1: Total cross section percentual deviations of 1.80 % UO$_2$ pins and water rods from their infinite medium or ($3 \times 3$) calculations with respect to their respective values in an infinite array of UOX assemblies.](image)
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Figure A.2: Absorption cross section percentual deviations of 1.80 % UO$_2$ pins and water rods from their infinite medium or $(3 \times 3)$ calculations with respect to their respective values in an infinite array of UOX assemblies.

Figure A.3: Fission neutron production cross section percentual deviations of 1.80 % UO$_2$ pins and water rods from their infinite medium or $(3 \times 3)$ calculations with respect to their respective values in an infinite array of UOX assemblies.

Figure A.4: Out-scattering cross section percentual deviations of 1.80 % UO$_2$ pins and water rods from their infinite medium or $(3 \times 3)$ calculations with respect to their respective values in an infinite array of UOX assemblies.
For none of the reactions considered are the cross section deviations of the water rods of large magnitude compared to those of the UO\textsubscript{2} cells. Thus the present approach of using cross sections for non-fissile cells from a transport calculation on a $3 \times 3$ configuration is deemed justified.
Appendix B

Checkerboard and assembly layouts and compositions

B.1 Checkerboard configurations

B.1.1 UO₂ pin checkerboard with varying enrichments

In the pin checkerboard configuration with varying enrichment, the extent of pin-by-pin heterogeneity is expressed in a single metric - the fuel enrichment difference between two adjacent pins. The infinite two-dimensional checkerboard is simulated using a configuration of four quarter-cells with reflective boundary conditions, described in Figure B.1.

Table B.1 contains a detailed description of the 1.80 % enriched unit cell parameters: radii, temperature and isotopic composition as well as global parameters. The isotopic compositions of differently enriched fuel pins are identical with the exception of the $^{235}\text{U}$ and $^{238}\text{U}$ densities. These are determined by asserting that their total nuclide density ($N_{\text{U}_{-235}} + N_{\text{U}_{-238}}$) is maintained and that:

$$\frac{235N_{\text{U}_{-235}}}{234N_{\text{U}_{-234}} + 235N_{\text{U}_{-235}} + 236N_{\text{U}_{-236}} + 238N_{\text{U}_{-238}}} = \frac{\epsilon}{100}$$

Where $\epsilon$ is the fuel enrichment in %.

Table B.1: Geometric parameters and compositions of the 1.80 % UO₂ fuel cell. Atom species without mass number denote natural composition. The notation $RE\pm x$ is equivalent to $R \cdot 10^{\pm x}$.

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>cladding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (cm)</td>
<td>0.40975</td>
<td>0.417875</td>
<td>0.474876</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>845.55</td>
<td>670.0</td>
<td>581.81</td>
</tr>
<tr>
<td>Isotopes (density((b · cm)^{-1}))</td>
<td>$^{18}\text{O}$ (4.589E-2)</td>
<td>$^4\text{He}$ 1.6E-15</td>
<td>C (5.752E-5)</td>
</tr>
<tr>
<td></td>
<td>$^{233}\text{U}$ (5.958E-6)</td>
<td>$^{234}\text{U}$ (4.182E-4)</td>
<td>$^{15}\text{Cr}$ (3.299E-6)</td>
</tr>
<tr>
<td></td>
<td>$^{235}\text{U}$ (1.25E-6)</td>
<td>$^{236}\text{U}$ (2.252E-2)</td>
<td>$^{14}\text{Cr}$ (7.209E-6)</td>
</tr>
<tr>
<td></td>
<td>$^{228}\text{Pa}$ (2.602E-9)</td>
<td>$^{239}\text{Pu}$ (2.591E-9)</td>
<td>$^{14}\text{O}$ (3.083E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{241}\text{Pu}$ (2.580E-9)</td>
<td>$^{240}\text{Pu}$ (2.570E-9)</td>
<td>Fe (1.483E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{242}\text{Pu}$ (2.559E-9)</td>
<td>$^{241}\text{Pu}$ (2.559E-9)</td>
<td>Si (8.427E-5)</td>
</tr>
<tr>
<td></td>
<td>$^{114}\text{Sn}$ (4.674E-6)</td>
<td>$^{111}\text{Sn}$ (1.30E-6)</td>
<td>Zr (4.241E-2)</td>
</tr>
<tr>
<td></td>
<td>$^{112}\text{Sn}$ (1.638E-6)</td>
<td>$^{113}\text{Sn}$ (7.005E-5)</td>
<td>$^{112}\text{Sn}$ (1.638E-6)</td>
</tr>
<tr>
<td></td>
<td>$^{117}\text{Sn}$ (7.300E-5)</td>
<td>$^{117}\text{Sn}$ (3.700E-5)</td>
<td>$^{117}\text{Sn}$ (1.67E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{118}\text{Sn}$ (1.570E-4)</td>
<td>$^{119}\text{Sn}$ (5.50E-5)</td>
<td>$^{119}\text{Sn}$ (1.570E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{120}\text{Sn}$ (2.231E-5)</td>
<td>$^{122}\text{Sn}$ (2.231E-5)</td>
<td>$^{123}\text{Sn}$ (2.231E-5)</td>
</tr>
<tr>
<td></td>
<td>$^{124}\text{Sn}$ (2.709E-5)</td>
<td></td>
<td>$^{124}\text{Sn}$ (2.709E-5)</td>
</tr>
</tbody>
</table>

Cell pitch (cm): 1.261984  $p_{\text{mod}}$ (g cm⁻³): 0.7142  $T_{\text{mod}}$ (K): 579.55  $\rho_{\text{mod}}$ (ppm): 1405.0
APPENDIX B. CHECKERBOARD AND ASSEMBLY LAYOUTS AND COMPOSITIONS

Figure B.1: Pin checkerboard layout for 1.80 % UO$_2$ fuel pins neighbouring UO$_2$ fuel pins with varying enrichments.

B.1.2 UO$_2$ – MOX checkerboard

Figure B.2: Pin checkerboard layout for double-clad 2.40 % UO$_2$ fuel pins neighbouring MOX fuel pins with 3.57 % PuO$_2$ weight.
Table B.2: Geometric parameters and compositions of the unit cells constituting the UOX-MOX pin checkerboard. Atom species without mass number denote natural composition. The notation $R \pm x$ is equivalent to $R \times 10^{±x}$.

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>clad 1</th>
<th>clad 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (cm)</td>
<td>0.4025</td>
<td>0.411</td>
<td>0.46</td>
<td>0.475</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>845.95</td>
<td>670.0</td>
<td>581.83</td>
<td>581.83</td>
</tr>
<tr>
<td>Isotopes (density (b·cm$^{-3}$))</td>
<td>18O (4.57E-2)</td>
<td>$^3$He (0.6E-15)</td>
<td>C (4.99E-5)</td>
<td>$^{56}$Cr (5.64E-6)</td>
</tr>
<tr>
<td></td>
<td>$^{238}$U (5.55E-4)</td>
<td>$^{56}$Cr (1.9E-4)</td>
<td>$^{16}$O (4.53E-2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{254}$U (2.61E-6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{235}$U (2.23E-2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{239}$Pu (2.25E-9)</td>
<td>$^{238}$U (2.67E-4)</td>
<td>S (1.34E-5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{239}$Pu (2.57E-9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{241}$Pu (2.56E-9)</td>
<td>$^{238}$U (2.67E-4)</td>
<td>S (1.34E-5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{249}$Pu (2.55E-9)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) Geometric parameters and compositions of the double-clad 2.40% UO$_2$ fuel cell.

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>clad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (cm)</td>
<td>0.4025</td>
<td>0.411</td>
<td>0.475</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>845.95</td>
<td>670.0</td>
<td>581.83</td>
</tr>
<tr>
<td>Isotopes (density (b·cm$^{-3}$))</td>
<td>$^{244}$Am (1.16E-5)</td>
<td>$^3$He (1.0E-15)</td>
<td>$^3$He (1.65E-17)</td>
</tr>
<tr>
<td></td>
<td>$^{16}$O (4.68E-2)</td>
<td>$^{93}$Nb (3.76E-4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{238}$Pu (1.55E-5)</td>
<td>$^{16}$O (3.07E-4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{239}$Pu (4.62E-4)</td>
<td>S (2.46E-6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{240}$Pu (2.20E-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{241}$Pu (6.64E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{242}$Pu (5.21E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{254}$U (1.74E-7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{255}$U (5.71E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{256}$U (2.63E-9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{239}$U (2.21E-2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Geometric parameters and compositions of the 3.57% wt PuO$_2$ MOX fuel cell.

<table>
<thead>
<tr>
<th>Cell pitch (cm):</th>
<th>$p_{H_2O}$ (g·cm$^{-3}$):</th>
<th>$T_{mod}$ (K):</th>
<th>$p_{B-10}$ (ppm):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.27970</td>
<td>0.7142</td>
<td>579.55</td>
<td>2899.6</td>
</tr>
</tbody>
</table>

(c) Global parameters and moderator properties of the UOX-MOX pin checkerboard.
B.2 Assemblies for the (UOX + Gd) colorset

B.2.1 1.80% UOX assembly (17 × 17)

Figure B.3: Layout for the UOX fuel assembly used in the (UOX + Gd) colorset. The cell types employed in this assembly are (a) 1.80 % UO$_2$ fuel rods and (b) water channels surrounded by guide tubes for control rods and detectors.
Table B.3: Geometric parameters and compositions of the unit cells constituting the UOX assembly. Atom species without mass number denote natural composition. The notation $RE \pm x$ is equivalent to $R \cdot 10^{\pm x}$.

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>cladding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (cm)</td>
<td>0.409575</td>
<td>0.417875</td>
<td>0.474875</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>841.00</td>
<td>670.0</td>
<td>579.55</td>
</tr>
<tr>
<td>Isotopes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{16}$O</td>
<td>(5.589E-2)</td>
<td>$^4$He (1E-15)</td>
<td>$^56$Cr (2.905E-6)</td>
</tr>
<tr>
<td>$^{239}$Pu</td>
<td>(2.602E-9)</td>
<td>$^{54}$Cr (5.603E-5)</td>
<td></td>
</tr>
<tr>
<td>$^{238}$Pu</td>
<td>(2.591E-9)</td>
<td>$^{51}$Cr (6.353E-6)</td>
<td></td>
</tr>
<tr>
<td>$^{240}$Pu</td>
<td>(2.580E-9)</td>
<td>$^{54}$Cr (1.581E-6)</td>
<td></td>
</tr>
<tr>
<td>$^{242}$Pu</td>
<td>(2.570E-9)</td>
<td>Fe (1.387E-4)</td>
<td></td>
</tr>
<tr>
<td>$^{231}$U</td>
<td>(2.418E-4)</td>
<td>$^{4}$He (1.784E-17)</td>
<td></td>
</tr>
<tr>
<td>$^{238}$U</td>
<td>(9.887E-7)</td>
<td>Si (7.427E-6)</td>
<td></td>
</tr>
<tr>
<td>$^{239}$U</td>
<td>(2.252E-2)</td>
<td>Zr (3.738E-2)</td>
<td></td>
</tr>
<tr>
<td>(a) Geometric parameters and compositions of the 1.80 % UO$_2$ fuel cell.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radius (cm)</td>
<td>inner: 0.5723786</td>
<td>outer: 0.6129408</td>
<td></td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>579.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isotopes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>(5.734E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{56}$Cr</td>
<td>(3.286E-6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{52}$Cr</td>
<td>(6.337E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{54}$Cr</td>
<td>(7.186E-6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{54}$Cr</td>
<td>(1.789E-6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>(1.479E-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{16}$O</td>
<td>(3.073E-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>(8.401E-6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>(4.228E-2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{112}$Sn</td>
<td>(4.659E-6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{114}$Sn</td>
<td>(3.170E-6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{112}$Sn</td>
<td>(1.633E-6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{116}$Sn</td>
<td>(6.984E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{117}$Sn</td>
<td>(3.689E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{118}$Sn</td>
<td>(1.631E-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{119}$Sn</td>
<td>(4.128E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{120}$Sn</td>
<td>(1.505E-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{122}$Sn</td>
<td>(2.224E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{124}$Sn</td>
<td>(2.781E-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) Geometric parameters and composition of the guide tubes.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cell pitch (cm): $\rho_{mod}$ (g cm$^{-3}$): $T_{mod}$ (K): $\rho_{m-m}$ (ppm):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.26558</td>
<td>0.7142</td>
<td>579.55</td>
<td>1829.1</td>
</tr>
<tr>
<td>(c) Global parameters and moderator properties of the UOX assembly.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
B.2.2 3.90% UOX assembly with (0.25% UO₂ + 7.65% GdO) loading (17 × 17)

Figure B.4: Layout for the UGd fuel assembly used in the (UOX + Gd) colorset. The cell types employed in this assembly are (a) 3.90% UO₂ fuel rods, (b) 0.25% UO₂ rods with 7.65% Gd loading and (c) water channels surrounded by guide tubes.

Table B.4: Geometric parameters and compositions of the unit cells constituting the UGd assembly. Atom species without mass number denote natural composition. The notation $RE \pm x$ is equivalent to $R \cdot 10^\pm x$.

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>cladding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (cm)</td>
<td>0.409600</td>
<td>0.417875</td>
<td>0.474875</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>841.00</td>
<td>670.0</td>
<td>579.55</td>
</tr>
<tr>
<td>Isotopes (density((b · cm)^{-1}))</td>
<td>$^{16}$O (4.571E-2)</td>
<td>$^4$He (1.E-15)</td>
<td>C (5.070E-5)</td>
</tr>
<tr>
<td></td>
<td>$^{239}$Pu (2.592E-9)</td>
<td>$^{54}$Cr (2.903E-6)</td>
<td>$^{54}$Cr (5.603E-5)</td>
</tr>
<tr>
<td></td>
<td>$^{239}$Pu (2.581E-9)</td>
<td>$^{54}$Cr (6.353E-6)</td>
<td>$^{54}$Cr (1.581E-6)</td>
</tr>
<tr>
<td></td>
<td>$^{240}$Pu (2.570E-9)</td>
<td>$^{238}$U (2.559E-9)</td>
<td>Fe (1.307E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{241}$Pu (2.549E-9)</td>
<td>$^{235}$U (7.858E-6)</td>
<td>$^4$He (1.784E-17)</td>
</tr>
<tr>
<td></td>
<td>$^{234}$U (7.858E-6)</td>
<td>$^{235}$U (9.024E-4)</td>
<td>$^{18}$O (2.717E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{238}$U (1.411E-6)</td>
<td>$^{238}$U (2.195E-2)</td>
<td>Si (7.427E-6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Zr (3.738E-2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{112}$Sn (4.112E-6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{113}$Sn (2.803E-6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{114}$Sn (1.444E-6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{116}$Sn (6.175E-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{117}$Sn (3.261E-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{118}$Sn (1.029E-4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{119}$Sn (3.648E-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{120}$Sn (1.384E-4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{122}$Sn (1.966E-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{124}$Sn (2.459E-5)</td>
</tr>
</tbody>
</table>

(a) Geometric parameters and compositions of the 3.90% UO₂ fuel cell.
Table B.4: Geometric parameters and compositions of the unit cells constituting the UGd assembly (continued).

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>cladding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (cm)</td>
<td>0.409600</td>
<td>0.417875</td>
<td>0.474875</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>841.00</td>
<td>670.0</td>
<td>579.55</td>
</tr>
</tbody>
</table>

Isotopes (density((b \cdot cm)^{-1}))

- $^{16}$O (4.4989E-2)
- $^{4}$He (1.784e-17)
- $^{238}$Pu (2.528E-9)
- $^{239}$Pu (2.517E-9)
- $^{240}$Pu (2.507E-9)
- $^{241}$Pu (2.496E-9)
- $^{242}$Pu (2.466E-9)
- $^{238}$U (2.571E-9)
- $^{235}$U (5.191E-5)
- $^{288}$U (6.037E-7)
- $^{238}$U (2.045E-2)
- $^{152}$Gd (5.312E-6)
- $^{154}$Gd (5.790E-5)
- $^{156}$Gd (3.931E-4)
- $^{157}$Gd (4.157E-4)
- $^{158}$Gd (6.598E-4)
- $^{160}$Gd (5.806E-4)
- $^{160}$Gd (4.734E-5)
- $^{50}$Cr (2.905E-6)
- $^{52}$Cr (5.070E-5)
- $^{53}$Cr (6.535E-6)
- $^{54}$Cr (1.581E-6)
- $^{54}$Cr (1.307E-4)
- $^{4}$He (1.784e-17)
- $^{16}$O (7.427E-6)
- $^{238}$U (2.045E-2)
- $^{112}$Sn (4.199E-6)
- $^{114}$Sn (2.803E-6)
- $^{115}$Sn (1.444E-6)
- $^{116}$Sn (6.175E-5)
- $^{117}$Sn (3.261E-5)
- $^{118}$Sn (1.029E-4)
- $^{119}$Sn (3.648E-5)
- $^{120}$Sn (1.384E-4)
- $^{122}$Sn (1.966E-5)
- $^{124}$Sn (2.459E-5)
- $^{120}$Sn (1.384E-4)
- $^{122}$Sn (1.966E-5)
- $^{124}$Sn (2.459E-5)

(b) Geometric parameters and compositions of the 0.25 % UO$_2$ cell loaded with 7.65 % wt GdO.

| Radius (cm) | inner: 0.5723786 | outer: 0.6129408 |
| Temperature (K) | inner: 579.55 |

Isotopes (density((b \cdot cm)^{-1}))

- $^{16}$O (3.073E-4)
- $^{50}$Cr (3.286E-6)
- $^{52}$Cr (6.337E-5)
- $^{53}$Cr (7.186E-6)
- $^{54}$Cr (1.789E-6)
- Fe (1.479E-4)
- $^{18}$O (4.4989E-2)
- $^{288}$U (6.037E-7)
- $^{238}$U (2.045E-2)
- $^{112}$Sn (4.659E-6)
- $^{114}$Sn (3.170E-6)
- $^{116}$Sn (1.633E-6)
- $^{118}$Sn (6.984E-5)
- $^{117}$Sn (3.689E-5)
- $^{120}$Sn (1.566E-4)
- $^{122}$Sn (2.224E-5)
- $^{124}$Sn (2.781E-5)
- $^{120}$Sn (1.384E-4)
- $^{122}$Sn (1.966E-5)
- $^{124}$Sn (2.459E-5)

(c) Geometric parameters and composition of the guide tubes.

<table>
<thead>
<tr>
<th>Cell pitch (cm):</th>
<th>$\rho_{mod}$ (g cm$^{-3}$):</th>
<th>$T_{mod}$ (K):</th>
<th>$\rho_{n=10}$ (ppm):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2658</td>
<td>0.7142</td>
<td>579.55</td>
<td>1829.1</td>
</tr>
</tbody>
</table>

(d) Global parameters and moderator properties of the UGd assembly.
APPENDIX B. CHECKERBOARD AND ASSEMBLY LAYOUTS AND COMPOSITIONS

B.3 Assemblies for the \((\text{UOX} + \text{MOX})\) colorset

B.3.1 2.40\% UOX assembly \((18 \times 18)\)

Figure B.5: Layout for the UOX fuel assembly used in the \((\text{UOX} + \text{MOX})\) colorset. The cell types employed in this assembly are \((a)\) double-clad 2.40\% \(\text{UO}_2\) fuel rods and \((b)\) water channels surrounded by guide tubes.
### Table B.5: Geometric parameters and compositions of the unit cells constituting the UOX assembly.

Atom species without mass number denote natural composition. The notation $R \pm x$ is equivalent to $R \cdot 10^{\pm x}$.

<table>
<thead>
<tr>
<th>Zone</th>
<th>Radius/half-pitch (cm)</th>
<th>Temperature (K)</th>
<th>Isotopes (density((b · cm)$^{-1}$))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4025</td>
<td>845.0</td>
<td>$^{16}$O (4.576E-2) $^{4}$He 1.0E-15</td>
</tr>
<tr>
<td>fuel</td>
<td>0.411</td>
<td>670.0</td>
<td>$^{50}$Cr (2.858E-6) $^{52}$Cr (1.089E-4)</td>
</tr>
<tr>
<td></td>
<td>0.46</td>
<td>581.83</td>
<td>$^{233}$U (8.996E-6) $^{235}$U (5.558E-4)</td>
</tr>
<tr>
<td></td>
<td>0.475</td>
<td>581.83</td>
<td>$^{230}$U (2.616E-6) $^{238}$U (2.230E-2)</td>
</tr>
<tr>
<td>clad 1</td>
<td>0.46</td>
<td>581.83</td>
<td>$^{233}$Pu (2.594E-9) $^{239}$Pu (2.583E-9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{18}$O (6.273E-4) $^{16}$O (7.307E-6)</td>
</tr>
<tr>
<td>clad 2</td>
<td>0.475</td>
<td>581.83</td>
<td>$^{235}$Pu (2.561E-9) $^{240}$Pu (2.572E-9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{112}$Sn (3.678E-2) $^{112}$Sn (2.598E-6)</td>
</tr>
<tr>
<td></td>
<td>0.4025</td>
<td>845.0</td>
<td>$^{50}$Cr (3.307E-6) $^{52}$Cr (3.212E-6)</td>
</tr>
<tr>
<td></td>
<td>0.411</td>
<td>670.0</td>
<td>$^{53}$Cr (6.075E-5) $^{54}$Cr (1.800E-6)</td>
</tr>
<tr>
<td></td>
<td>0.46</td>
<td>581.83</td>
<td>$^{53}$Cr (6.075E-5) $^{54}$Cr (1.800E-6)</td>
</tr>
<tr>
<td></td>
<td>0.475</td>
<td>581.83</td>
<td>$^{16}$O (3.093E-4) $^{16}$O (8.456E-6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{112}$Sn (4.690E-6) $^{114}$Sn (4.690E-6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{114}$Sn (3.191E-6) $^{115}$Sn (1.644E-6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{116}$Sn (7.629E-5) $^{117}$Sn (3.713E-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{118}$Sn (1.171E-4) $^{119}$Sn (4.153E-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{120}$Sn (1.575E-4) $^{122}$Sn (2.383E-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{123}$Sn (1.934E-5) $^{124}$Sn (2.419E-5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$^{4}$He (2.098E-17)</td>
</tr>
</tbody>
</table>

(a) Geometric parameters and compositions of the double-clad 2.40 % UO$_2$ fuel cell.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>Isotopes (density((b · cm)$^{-1}$))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$^{16}$O (5.771E-5) $^{50}$Cr (3.307E-6)</td>
</tr>
<tr>
<td>inner: 0.558000</td>
<td>$^{52}$Cr (6.378E-5) $^{53}$Cr (7.323E-6)</td>
</tr>
<tr>
<td>outer: 0.616955</td>
<td>$^{54}$Cr (1.800E-6) $^{16}$O (3.093E-4)</td>
</tr>
<tr>
<td></td>
<td>Si (8.456E-6) $^{112}$Sn (4.690E-6)</td>
</tr>
<tr>
<td></td>
<td>Zr (4.256E-2) $^{114}$Sn (3.191E-6)</td>
</tr>
<tr>
<td></td>
<td>$^{115}$Sn (1.644E-6) $^{116}$Sn (7.629E-5)</td>
</tr>
<tr>
<td></td>
<td>$^{117}$Sn (3.713E-5) $^{118}$Sn (1.171E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{119}$Sn (4.153E-5) $^{120}$Sn (1.575E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{122}$Sn (2.383E-5) $^{123}$Sn (1.934E-5)</td>
</tr>
<tr>
<td></td>
<td>$^{124}$Sn (2.419E-5) $^{4}$He (2.098E-17)</td>
</tr>
</tbody>
</table>

(b) Geometric parameters and composition of the guide tubes.

<table>
<thead>
<tr>
<th>Cell pitch (cm):</th>
<th>$\rho_{mod}$ (g cm$^{-3}$):</th>
<th>$T_{mod}$ (K):</th>
<th>$\rho_{B-10}$ (ppm):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.27970</td>
<td>0.7142</td>
<td>579.55</td>
<td>2899.6</td>
</tr>
</tbody>
</table>

(c) Global parameters and moderator properties of the UOX assembly.
B.3.2 MOX fuel assembly ($18 \times 18$)

Figure B.6: Layout for the MOX fuel assembly used in the (UOX + MOX) colorset. The cell types employed in this assembly are MOX fuel rods with (a) $7.77\%$, (b) $5.09\%$ and (c) $3.57\%$ PuO$_2$ weight, and (d) water channels surrounded by guide tubes.

Table B.6: Geometric parameters and compositions of the unit cells constituting the MOX assembly. Atom species without mass number denote natural composition. The notation $R \cdot 10^{\pm x}$ is equivalent to $R \cdot 10^x$.

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>clad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (cm)</td>
<td>0.4025</td>
<td>0.411</td>
<td>0.475</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>845.95</td>
<td>670.0</td>
<td>581.83</td>
</tr>
<tr>
<td>Isotopes (density((b \cdot cm^{-1})))</td>
<td>$^{241}$Am (2.173E-5)</td>
<td>$^{4}$He (1.0E-15)</td>
<td>$^{4}$He (1.635E-17)</td>
</tr>
<tr>
<td></td>
<td>$^{16}$O (4.557E-2)</td>
<td>$^{93}$Nb (3.784E-4)</td>
<td>$^{16}$O (3.077E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{238}$Pu (3.597E-5)</td>
<td>$^{239}$Pu (9.927E-4)</td>
<td>$^{239}$Pu (9.927E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{240}$Pu (4.684E-4)</td>
<td>$^{241}$Pu (1.451E-4)</td>
<td>$^{16}$O (3.077E-4)</td>
</tr>
<tr>
<td></td>
<td>$^{242}$Pu (1.190E-4)</td>
<td>$^{244}$Pu (1.459E-7)</td>
<td>S (2.467E-6)</td>
</tr>
<tr>
<td></td>
<td>$^{234}$U (5.214E-5)</td>
<td>$^{235}$U (5.214E-5)</td>
<td>Zr (3.810E-2)</td>
</tr>
<tr>
<td></td>
<td>$^{236}$U (2.607E-9)</td>
<td>$^{238}$U (2.094E-2)</td>
<td>$^{238}$U (2.094E-2)</td>
</tr>
</tbody>
</table>

(a) Geometric parameters and compositions of the 7.77 % wt PuO$_2$ MOX fuel cell.
Table B.6: Geometric parameters and compositions of the unit cells constituting the MOX assembly (continued).

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>clad</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Radius (cm)</strong></td>
<td>0.4025</td>
<td>0.411</td>
<td>0.475</td>
</tr>
<tr>
<td><strong>Temperature (K)</strong></td>
<td>845.95</td>
<td>670.0</td>
<td>581.83</td>
</tr>
<tr>
<td><strong>Isotopes (density((b · cm)^{-1}))</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>241Am (1.31E-5)</td>
<td>4He (1.0E-15)</td>
<td>235U (1.0E-15)</td>
<td>238Pu (2.23E-5)</td>
</tr>
<tr>
<td>239Pu (6.53E-4)</td>
<td>4He (1.63E-17)</td>
<td>235U (1.55E-5)</td>
<td>240Pu (3.62E-4)</td>
</tr>
<tr>
<td>241Pu (9.49E-5)</td>
<td>16O (3.07E-4)</td>
<td>239Pu (7.42E-5)</td>
<td>238Pu (5.57E-5)</td>
</tr>
<tr>
<td>236U (2.61E-9)</td>
<td></td>
<td>238U (2.15E-2)</td>
<td></td>
</tr>
</tbody>
</table>

(b) Geometric parameters and compositions of the 5.09 % wt PuO$_2$ MOX fuel cell.

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>clad</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Radius (cm)</strong></td>
<td>0.4025</td>
<td>0.411</td>
<td>0.475</td>
</tr>
<tr>
<td><strong>Temperature (K)</strong></td>
<td>845.95</td>
<td>670.0</td>
<td>581.83</td>
</tr>
<tr>
<td><strong>Isotopes (density((b · cm)^{-1}))</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>241Am (1.61E-5)</td>
<td>4He (1.0E-15)</td>
<td>235U (1.0E-15)</td>
<td>238Pu (4.62E-4)</td>
</tr>
<tr>
<td>16O (4.60E-2)</td>
<td>240Pu (2.20E-4)</td>
<td>239Pu (5.21E-5)</td>
<td>238U (1.74E-7)</td>
</tr>
<tr>
<td>241Pu (6.64E-5)</td>
<td>16O (3.07E-4)</td>
<td>235U (1.71E-5)</td>
<td>238U (2.21E-2)</td>
</tr>
<tr>
<td>236U (2.63E-9)</td>
<td></td>
<td>238U (2.63E-9)</td>
<td></td>
</tr>
</tbody>
</table>

(c) Geometric parameters and compositions of the 3.57 % wt PuO$_2$ MOX fuel cell.

<table>
<thead>
<tr>
<th>Zone</th>
<th>fuel</th>
<th>void</th>
<th>clad</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Radius (cm)</strong></td>
<td>0.558600</td>
<td>0.411</td>
<td>0.475</td>
</tr>
<tr>
<td><strong>Temperature (K)</strong></td>
<td>845.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Isotopes (density((b · cm)^{-1}))</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56Cr (3.28E-6)</td>
<td>52Cr (6.33E-6)</td>
<td>240Pu (2.20E-4)</td>
<td>54Cr (1.789E-6)</td>
</tr>
<tr>
<td>53Cr (7.18E-6)</td>
<td>16O (3.07E-4)</td>
<td>235U (1.74E-7)</td>
<td>238Pu (6.46E-5)</td>
</tr>
<tr>
<td>112Sn (4.659E-6)</td>
<td>Si (8.41E-6)</td>
<td>239Pu (5.21E-5)</td>
<td>114Sn (3.17E-6)</td>
</tr>
<tr>
<td>115Sn (1.63E-6)</td>
<td>Zr (4.228E-2)</td>
<td>236U (2.63E-9)</td>
<td>116Sn (6.98E-5)</td>
</tr>
<tr>
<td>117Sn (3.69E-5)</td>
<td></td>
<td>238U (2.21E-2)</td>
<td>118Sn (1.16E-4)</td>
</tr>
<tr>
<td>119Sn (4.12E-5)</td>
<td></td>
<td></td>
<td>232Sn (2.22E-5)</td>
</tr>
<tr>
<td>120Sn (2.78E-5)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(d) Geometric parameters and composition of the guide tubes.

<table>
<thead>
<tr>
<th>Cell pitch (cm):</th>
<th>$\rho_{\text{mod}}$ (g cm$^{-3}$):</th>
<th>$T_{\text{mod}}$ (K):</th>
<th>$\rho_{\text{ao}}$ (ppm):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.27970</td>
<td>0.7142</td>
<td>579.55</td>
<td>2899.6</td>
</tr>
</tbody>
</table>

(e) Global parameters and moderator properties of the MOX assembly.
## Appendix C

### Checkerboard reference calculations

Table C.1: Data from the reference transport calculation on the pin checkerboard configuration of 1.80% UO$_2$ fuel pins neighbouring UO$_2$ fuel pins with varying enrichments.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Pin 1 (1.80%)</th>
<th>Pin 2 (Var. %)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_{\text{eff}}$</td>
<td>$\phi_n,1$ (a.u.)</td>
</tr>
<tr>
<td>1.80% + 1.60%</td>
<td>0.96672798</td>
<td>0.082</td>
</tr>
<tr>
<td>1.80% + 1.80%</td>
<td>0.98049678</td>
<td>0.100</td>
</tr>
<tr>
<td>1.80% + 2.00%</td>
<td>1.0047957</td>
<td>0.118</td>
</tr>
<tr>
<td>1.80% + 2.20%</td>
<td>1.02018279</td>
<td>0.134</td>
</tr>
<tr>
<td>1.80% + 2.40%</td>
<td>1.0379462</td>
<td>0.150</td>
</tr>
<tr>
<td>1.80% + 2.60%</td>
<td>1.0525175</td>
<td>0.165</td>
</tr>
<tr>
<td>1.80% + 3.10%</td>
<td>1.08569776</td>
<td>0.190</td>
</tr>
<tr>
<td>1.80% + 3.60%</td>
<td>1.11427124</td>
<td>0.231</td>
</tr>
</tbody>
</table>

(a) Multiplication factor and average flux values, normalized per pin per group.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$\Sigma_{\gamma,1}$ (cm$^{-1}$)</th>
<th>$\Sigma_{\gamma,2}$ (cm$^{-1}$)</th>
<th>$\Sigma_{\gamma,3}$ (cm$^{-1}$)</th>
<th>$\Sigma_{\gamma,4}$ (cm$^{-1}$)</th>
<th>$\Sigma_{\gamma,5}$ (cm$^{-1}$)</th>
<th>$\Sigma_{\gamma,6}$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.80% + 1.60%</td>
<td>0.005404</td>
<td>0.09240</td>
<td>0.002089</td>
<td>0.03792</td>
<td>0.005042</td>
<td>0.08262</td>
</tr>
<tr>
<td>1.80% + 1.80%</td>
<td>0.005382</td>
<td>0.09205</td>
<td>0.002081</td>
<td>0.03778</td>
<td>0.005382</td>
<td>0.09205</td>
</tr>
<tr>
<td>1.80% + 2.00%</td>
<td>0.005363</td>
<td>0.09171</td>
<td>0.002074</td>
<td>0.03764</td>
<td>0.005717</td>
<td>0.1013</td>
</tr>
<tr>
<td>1.80% + 2.20%</td>
<td>0.005345</td>
<td>0.09139</td>
<td>0.002068</td>
<td>0.03750</td>
<td>0.006047</td>
<td>0.1104</td>
</tr>
<tr>
<td>1.80% + 2.40%</td>
<td>0.005329</td>
<td>0.09107</td>
<td>0.002062</td>
<td>0.03737</td>
<td>0.006373</td>
<td>0.1194</td>
</tr>
<tr>
<td>1.80% + 2.60%</td>
<td>0.005313</td>
<td>0.09077</td>
<td>0.002056</td>
<td>0.03725</td>
<td>0.006695</td>
<td>0.1281</td>
</tr>
<tr>
<td>1.80% + 3.10%</td>
<td>0.005279</td>
<td>0.09005</td>
<td>0.002043</td>
<td>0.03706</td>
<td>0.007482</td>
<td>0.1371</td>
</tr>
<tr>
<td>1.80% + 3.60%</td>
<td>0.005249</td>
<td>0.08939</td>
<td>0.002032</td>
<td>0.03688</td>
<td>0.008249</td>
<td>0.1461</td>
</tr>
</tbody>
</table>

(b) Macroscopic cross sections for the total, absorption, nu-fission, fission, out-scatter and self-scatter reactions